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Abstract

In this paper, we present a set of new image processing algorithms for moored
mines detection. Data from the Magic Lantern Development Contingency (ML(DC))
system are used for illustration purposes. The main ingredients of our detection algo-
rithm are a reduction to binary images and processing by morphological operations.
The results obtained on the ML(DC) data are very promising: the detection rate is
optimal and the false alarm rate is very low. Moreover the algorithm is simple enough
for real time implementations to be possible.

1 Introduction

Moored mines represent an important low-tech and inexpensive threat to the safety of the
Navy ships and landing crafts. For these reasons, and because of its implications to ma-
rine life protection, the clearance of sea-mines has gained nationwide support and inter-
national attention in recent years. Recent improvements in computational power together
with technological advances in remote sensing devices should enable the development
of reliable real-time sea-mines identification and detection image processing tools. The
present paper is a contribution to the latter. See [4] and the references therein, for existing
work on the same topic.

In 1995, a database of sea mine and minefield reconnaissance images was collected
by the Navy using the Magic Lantern (ML) system. This database was designed to assist
the development of automatic target recognition (ATR) algorithms. Two main systems are
used in the collection of sea mine images: the Magic Lantern Development Contingency
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(ML(DC)) system for moored sea mines, and the Magic Lantern Adaptation (ML(A)) sys-
tem for mines in the surf zone. Our work focuses on the detection of moored sea-mines
in deep water from an airborne platform, so we work with images from the ML(DC) sys-
tem. The main environmental factors influencing the imaging processing are the water
clarity and sea state: they affect the light propagation and they severely distort the target
images, making the detection difficult. Our previous work [5] contains an in depth anal-
ysis of the image degradation process, but unfortunately, it is not possible to use it in the
present analysis. Indeed, our main concern is the detection of the mines (and the mine like
objects), and since the flying altitude of the helicopter was much higher in the ML(DC)
experiment, the size of the mines is not greater than15 pixels on the average, and there is
no way to take advantage of the image degradation phenomenon identified and studied in
[5].

In the following section, we describe the relevant features of the ML(DC) data pro-
vided by the Navy, and which we use as a testbed for our detection algorithm. Because
of the elevation at which the imaging platform is flying, it appears that, when present in
the images, the mines affect a small number of pixel values. So, to counteract distortion
effects of this nature, our experiments suggest that the use of morphological operations
is best suited. Using standard image processing procedures and repeated erosions and/or
dilations, we process the original ML(DC) images into objects with an over simplified
structure. Then we quantify the statistical features of these objects, such as the areas and
the locations of the centroids. The final detection algorithm is based on a set of decision
rules involving these empirical statistics. Since we only had access to unclassified data,
we did not have information on theground truthabout which images contained mines, and
what kind of mine they were. So not only were we unable to consider the classification
problem, but our detection rules had to be designed and tested frombest guess compu-
tationsbased on the mine field map and the flying parameters disclosed in the ML(DC)
released documentation.

The paper is organized as follows. In Section 2, a description of the ML(DC) data is
given. In Section 3, we introduce the morphological operations used in this study. We
state the notation, and we review the terminology and the definitions of the operations
entering in our pre-processing of the ML(DC) data. We provide the details of our pre-
processing procedure in Section 4. It consists of two main steps: image enhancement and
morphological processing. Then we explain the rationale of the decision rules entering
the detection algorithm, and we illustrate their implementation on the enhanced images.
Experimental results are reported in Section 6.

2 The ML(DC) Data Set

The Magic Lantern Development Contingency (ML(DC)) system is a ranged-gated light
detection and ranging (LIDAR) system, consisting of three main optical subsystems: the
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scanner, the laser and a set of six imaging receivers. It is worth mentioning that the
six imaging receivers are adjusted to six overlapping gates. This design was chosen to
maximize the chance of correct detection and identification of the mines. Table 2 gives a
typical configuration for the numerical settings of these gates.

camera# Receiver Gated Settings
1 12-32 ft
2 16-36 ft
3 20-40 ft
4 25-40 ft
5 35-45 ft
6 40-50 ft

Table 1: Depth Gate Settings for each Camera for ML(DC)

We refer the reader interested in further details on the ML(DC) system to the report
[2]. For the purpose of the present study, the images collected from these six gates will be
called tiles, and they will be reproduced side by side, from left to right when we increase
the depth of the gate. See Figures 1 and 2 for examples of two tilings. Our expectation
is that, if a mine (or a mine like object) is present at a depth covered by one of the gate
settings, one should observe a bright spot in the corresponding tile, due to the reflection
of the light rays at the object surface. Moreover, because of the shadow cast by the
object obstruction to the light propagation, we should also expect dark spots in the tiles
corresponding to the gates below the object. These phenomena have been documented
and implemented in our simulation study reported in [5]. But, contrary to the simulations
produced in [5], the proportion of the image occupied by the mines appear to be much
smaller, and this will dramatically affect our detection strategy. Indeed, the size of the
mines which identifed for the purpose of this detection study, varies from4 pixels to36
pixels. This is caused by the flying altitude of the helicopter, which we roughly estimate at
approximately500 ft on the average. Under these conditions, it is not possible to use the
degradation process modeled and simulated in [5] as a basis for our detection algorithm.

The data used in this study are from the June 1995 ML(DC) Flight Verification Test
conducted in the Gulf of Mexico, off the coast of Panama City. Figures 1 and 2 give two
sample tilings.

Figure 1, was chosen because it shows clearly the expected signature of a mine: we
see a bright spot in the first tile, nothing significant in the second, and dark shadows in
the tiles corresponding to the remaining gates. Referring to the settings given in Table 2,
one can infer that the depth of the mine is between12ft and20ft.

Figure 2 gives an example of a tiling where it is difficult to identify any region with
bright or shady parts in the individual tiles. We suspect that there is no mine in the vertical
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Figure 1: Typical tiling of images of a gated region containing a mine.

Figure 2: Typical tiling if images of a gated region without any mine.

water column imaged in this tile.
As a final remark, we notice the lack of contrast in most of the images of the tilings

containing a mine. There is no doubt that this ought to be a serious hindrance to any
detection attempt. To alleviate this problem, we propose an enhancement procedure in
Section 4. But before we can discuss the elements entering this pre-processing of the
images, we need to review the notation and basics of binary morphological operations.

3 Binary Morphological Operations

The first step of our pre-processing strategy will produce tilings comprising binary images
which hopefully capture the main mine features. The second step will rely on binary
morphological operations to further enhance the salient features of the mines. For the
sake of completeness, we review the definitions of the binary morphological operations
used in this study.

Binary morphological operations are tools designed to operate on subsets of a given set
with an additive structure. These operations can be implemented in the context of binary
images with pixel values0 and1, as long as the subsets involved in the operations are
identified with the sets of pixels with value1. In general, the structure of a morphological
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operation involves three elements: the original binary imageA, a structuring elementB,
and the operator itself. The most basic operators are dilation and erosion. We review them
first.

3.1 Erosion and Dilation

Let A be a binary image, and letB be a binary structuring element. The latter is nothing
but a subset containing the zero of the additive structure. The operator of dilation,⊕, is
defined onA andB by he formula:

A⊕B = {a + b|a ∈ A, b ∈ B}.

A ⊕ B is called the dilation ofA by B. This operation is obviously commutative in the
sense thatA⊕B = B ⊕A. The resultA⊕B is sometimes called the Minkowski sum of
the setsA andB. Note that we assume that the structuring element includes the origin.
Notice that:

A ⊂ A⊕B.

Similarly, the erosion ofA by B is defined by the formula:

A	B = {h|Bh ⊆ A},

whereBh = {b + h|b ∈ B} denotes the shift of the setB by the pixel elementh. It is
easy to see that the shift satisfies:

Ah 	B = A	Bh = (A	B)h,

Unlike dilation, erosion is not commutative. The following formulae give some of the
important properties of the dilation and erosion operations which help explain their nature
and how we will use them. First the dilation satisfies:

Ah ⊕B = A⊕Bh = (A⊕B)h,

A⊕B ⊆ A⊕ C whenever B ⊆ C,

A⊕ (B ∪ C) = (A⊕B) ∪ (A⊕ C),

A⊕ (B ∩ C) = (A⊕B) ∩ (A⊕ C).

Next the erosion operation satisfies:

A	B ⊇ A	 C if B ⊆ C,

A	 (B ∪ C) = (A	B) ∩ (A	 C),

A	 (B ∩ C) = (A	B) ∪ (A	 C).
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3.2 Opening and Closing

Dilation and erosion are the basic building blocks used in the construction of elaborated
operations. We shall limit ourselves to two of the simplest ones: opening and closing.
The opening ofA by B is defined by the formula:

A ◦B = (A	B)⊕B,

in other words,A is first eroded byB and subsequently dilated byB. The resulting binary
image is smaller thanA, i. e. A ◦ B ⊆ A. If we change the order of the operations of
erosion and dilation, we obtain what is called the closing ofA by B:

A •B = (A⊕B)	B.

This time the result is a larger set sinceA ⊆ A •B. As before, we list the most important
properties of the openings:

A ⊆ B ⇒ A ◦ C ⊆ B ◦ C, (increasing property)

A ◦B ⊆ A, (anti-extensive property)

(A ◦B) ◦B = A ◦B. (idempotent property)

and of the closings:

A ⊆ B ⇒ A • C ⊆ B • C, (increasing property)

A ⊆ A •B, (extensive property)

(A •B) •B = A •B. (idempotent property)

Openings and closings are useful to remove the so-calledpepperandsaltnoises. We shall
use them extensively in our study. We refer the interested reader to Heijmans’ book [1]
for details and complements.

4 Pre-Processing on the Raw Data

The ML(DC) data comprise a large number of8-bits digital images with256 rows and
168 columns. As explained earlier, these images are grouped in sets of6 images which
we call tilings. Each tiling carries information on the water column over a given rectangle
at the surface.

As we mentioned at the end of Section 2, the poor contrast between the patch of pixels
covering a mine location and its surrounding neighborhood, is a serious obstacle to the
detection of the mine. It would be nice if we could exacerbate the intensity difference
between these two regions as a preparation for the detection stage. This is one of the
several treatments of the image tiles designed to enhance the images before we address the
actual detection issues. There are two major components in our pre-processing algorithm:
image enhancement and morphological processing. We discuss them separately.
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4.1 Image Enhancement

In turn, the enhancement of the individual image tiles is also done in two steps.

Linear Stretch

Most of the images have a small dynamic range: they do not use the full256 gray level
scale. Therefore, we first stretch the range of the image linearly to the full range by the
transformation taking an imageI into the imageI defined by:

I(i, j) = 255× I(i, j)− Imin

Imax − Imin

,

wherei = 1, . . . , 256 andj = 1, . . . , 168, are the pixel coordinates, andImax, Imin are
the maximum and minimum gray levels appearing in the imageI.

Histogram Clipping

After linearly stretching the image to the full gray level range, we still need to increase the
contrast between the target and its background. To this end, we use the standard histogram
clipping technique. The idea of histogram clipping is to find the newImax andImin, such
that the corresponding histogram bins are the first ones above a given threshold from the
upper end255, and the low gray level1 respectively. In our case, the threshold is set to
0.01%× 256× 168. Then clip those pixel values greater than the newImax to Imax, less
than the newImin to Imin. Finally we linearly stretch the image back to the full range
[0, 255].

Figure 3: A raw image.

Figures 3 and 4 illustrate our enhancement procedure. Figure 3 shows a raw tiling and
Figure 4 shows the tiling after the enhancement procedure which we just described. This
special tiling was chosen because it contains a mine like object in the fifth and sixth gates,
and while this mine is difficult to see in the raw images reproduced in the tiling of Figure
3, it becomes obvious in the enhanced tiling: after processing we can tell the target from
its background much easier.
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Figure 4: The enhanced image.

4.2 Morphological Processing on the Enhanced Image

Mines and mine-like objects appear in the tilings as compact bright spots and/or shadows
depending on their depths. Since we mainly aim at finding this salient feature, we shall
threshold the gray level images to transform them into binary images amenable to mor-
phological processing. The thresholding is done differently for shadow and bright spot
captures.

Shadow Extraction

The shadow of a mine is a region of the image characterized by intensity differences with
its local background following a specific pattern. In order to identify the mine shadows
we use the following procedure. For each pixel(i, j) ∈ I, we compute the local average
µs(i, j; I) as the mean pixel level over the3×3 square centered around the pixel(i, j), and
the local averageµb(i, j; I) over the35 × 35 square with the same center. We adjust for
boundary effects when the pixel(i, j) is near the boundary of the image. Then we compute
the standard deviationsσs(i, j; I) andσb(i, j; I) of the pixel values in these neighborhoods
of the pixel(i, j). We then compute the contrast difference at pixel(i, j) as the quantity:

CD(i, j) = µb(i, j; I)− µs(i, j; I).

Our thresholding procedure goes as follows: if this differenceCD(i, j) is smaller than
2.0×

√
σb(i, j; I) + σs(i, j; I), the value of the pixel(i, j) is clipped to0. Otherwise we

set it to one. In this way, we get a binary image. Given this binary image, the search for a
shadow continues with a binary morphological operation. We perform a closing followed
by an opening, with the discreteRHOMBUSstructuring elementB defined by:

B =

 0 1 0
1 1 1
0 1 0

 .
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Bright Spot Extraction

The bright spots of an image are detected by a procedure which relies on two separate
attempts at achieving the same goal.

Firstly, we try to identify the parts of the images where the intensity is very high in
a very traditional way. This is motivated by our preliminary observations which indicate
that mines appear as bright spots in the images corresponding to the gates containing the
mines. For a given imageA, we compute the98.5 percentile of the gray levels in the
image, and we set to1 the pixels with a level higher than this percentile, and to0 the
remaining pixels. Next, wesmooththe binary image by a closing and an opening with the
structuring elementB defined by the matrix:

B =


1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

 .

We call the resulting imageA1.
Secondly, we use the statistical discrimination method used before to identify the

shadows. We apply it to thenegative imageA′ obtained by replacing each pixel value
A(i, j) by A′(i, j) = 255 − A(i, j). As before, we identify the pixels where there is a
significant difference between the two local averages around the pixels. This time, we use
the structuring elementB given by the matrix:

B =

 1 1 1
1 1 1
1 1 1

 .

In this way, we obtain another binary imageA2, and the final binary imageA which we
regard as the result of the bright spot extraction is obtained by combiningA1 andA2 in a
binary addition:

A = A1 ∪ A2.

5 Mine Detection in a Tiling

The ML(DC) imaging system provides sets of six sub-images (each sub-image corre-
sponding to a gate) which we referred to as tilings. When a mine (or mine like object) is
present in a tiling, the transition between two successive sub-images of the tiling follows
one of the following three patterns, depending on the relative values of the depth of the
mine and the gate ranges of the sub-images:
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1. bright spot→ bright spotwhenever the overlap between the two consecutive gates
contains the mine,

2. bright spot→ shadowwhenever the mine is in the range of the first gate and not of
the second,

3. shadow→ shadowwhenever the mine is above the gates of the two sub-images.

Our detection algorithm is designed to identify these three transition patterns. This iden-
tification is based on the numerical statistics which we introduce in the next subsection.
The following subsections are devoted to the identification of these transitions from the
values of these statistics.

Computations of these statistics the last section, we extract the bright or shadow region
from the image. Thus we can implement the detection algorithm on these binary images.
First we compute the statistical features(image area and centroid) on the images. Then we
use three functions to tell if the target appears in one of the three patterns: we say there is
a mine in the tile if one of the functions provides the positive answer; otherwise there is
no mine.

5.1 Statistics of the Binary Tiles

The statistical features used in the detection procedure are based on the notion of centroid
of a sub-image as defined as follows.

As explained earlier, a mine (or mine like object) appears in a tile as a bright spot or
a shadow. So, each tiling is processed twice, once for the bright spots and once for the
shadows.

1) We process each of the six sub-images of a given tiling with the bright spot identi-
fication algorithm described in the previous section. In each sub-image we keep only the
two largest connected components of bright pixels (those pixels set to1 by the algorithm),
and we compute their areas. Next, we compute the coordinates of the centroids of those
components whose areas are greater than a preset value (we used the value of25 pixels in
our experiments). In this way, we produce a6× 4 matrix, each row being either empty, or
containing the coordinates of the centroid of a bright spot, or the coordinates of two such
bright spots.

2) Next we process the tiling for shadows. We use the shadow identification algorithm
described in the previous section on each sub-images. We follow the same steps as for
the search for bright spot centroids, except for the fact that we set the minimal area for a
shadow to be12 instead of25. Similarly, we get a6× 4 matrix for the coordinates of the
centroids of the significant shadows.

The matrices of centroid coordinates are used for detection in the following manner.
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5.2 Identification of a Bright Spot→ Bright SpotTransition

The detection of a mine from aBright Spot→ Bright Spotpattern is done in the following
way. Given a tiling, we consider the matrix of bright spot centroids, and fork = 1, · · · , 5,
we check for the existence of a centroid in rowk which is close to a centroid in one of the
following rows. Specifically, for eachk = 1, . . . , 5, and for each of the centroids possibly
present in the row of the matrix, we compute the distance with all the centroids found in
the following rowsk + 1, . . . , 6, and if half of the distances so computed are less than a
preset threshold value, we decide that there is a mine inbright spot→ bright spot pattern.

Figure 5 shows the enhanced tiling where such a detection can be made. The mine

Figure 5: Enhanced tiling containing a mine in abright spot→ bright spotpattern.

appears as a bright spot in the first four tiles.brightly in most sub-images.

Figure 6: Bright spot extraction procedure applied to the enhanced tiling of Figure 5

Figure 6 shows the result of the bright spot extraction procedure. It is easy to guess
the values of the entries of the corresponding bright spot centroid matrix. The detection
algorithm does identify a mine in thebright spot→ bright spotpattern at the expected
location.

Figure 7 shows that the result of the shadow extraction procedure is totally uninstruc-
tive, and that the detection of the actual mine in this tiling had to be solely based on the
bright spot only.
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Figure 7: Shadow extraction procedure applied to the enhanced tiling of Figure 5

Remark 5.1 It is usually possible to use the detection pattern and the gate ranges of
Table 2 to give a reasonable estimate of the depth of the mine. We did not emphasize this
side effect of the detection algorithm, because our main concern is the detection itself,
more than the identification/classification of the target!

5.3 Identification of a Bright Spot→ ShadowTransition

In order to detect a mine in such a pattern, for each sub-image in the tiling, we check if
the centroid of a bright spot does coincide with the centroid of a shadow in one of the
subsequent sub-images. This is done by computing for each bright spot centroid in the
k-th row of the bright spot matrix of the tiling (k = 1, · · · , 5), the distances with the
shadow centroids taken from the rows with index greater thank in the shadow matrix of
the tiling. As before, we say that a mine is detected if half of these distances are smaller
than a preset threshold. In order to illustrate this transition pattern identification we chose
the tiling whose enhancement is shown in Figure 8.

Figure 8: Enhanced tiling of a mine in abright spot→ shadowtransition pattern.

The pattern exhibited by Figure 8 contains a bright spot in the first tile, and possible
shadows in the last three tiles. Figures 9 and 10 showing the results of the bright spot and
shadow extraction procedures confirm this first impression.

In this case, a mine in abright spot→ shadowpattern is detected by the algorithm.
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Figure 9: Bright spot extraction procedure as applied to the tiling of Figure 8

Figure 10: Shadow extraction procedure as applied to the tiling of Figure 8

5.4 Identification of a Shadow→ ShadowTransition

We follow exactly the procedure detailed in Subsection 5.2 for the identification ofbright
spot→ bright spottransitions, using the matrix of shadow centroids instead of the matrix
of bright spot centroids. We illustrate the resulting decision rule with the example of the
tiling whose enhanced sub-images are shown in Figure 11

Figure 11: Enhanced tiling of a mine in ashadow→ shadowpattern.

This example was selected, because the shadow of the mine appears clearly and con-
sistently from the second sub-image to the last one. The bright spot extraction procedure
gives the tiling shown in Figure 12.
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Figure 12: Bright spot extraction procedure as applied to the tiling of Figure 11

No consistent pattern appears, only noise seems to be the cause of the bright spots.
The bright spot centroid matrix is empty as expected.

Figure 13: Shadow extraction procedure as applied to the tiling of Figure 11

On the other hand, the result of the shadow extraction reproduced in Figure 13, shows
a consistent pattern of centroids, and the centroid matrix ends up as expected with an
empty first row and each of the other ones containing the (essentially identical) coordi-
nates of a centroid. The algorithm detects a mine in theshadow→ shadowpattern.

6 Experimental Results

In order to test the performance of our algorithm, we applied it to some of the data files
of the ML(DC) set. We used the files ”167A2154” and ”170A0036” for testing purposes,
training our algorithm (to choose values for the threshold parameters) on other files. Sum-
mary information on the test files are given in Table 2:

In order to produce a ROC curve we chose to vary the distance threshold from
√

32 to
3, keeping all the other parameters fixed. See for example [3] for details on the generation
of ROC curves. For the purpose of our ROC curves, we use the following definitions for
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File# Total Tiles Mines Field of View Area
167A2154 174 13 89× 64 ft2

170A0036 434 17 91× 65 ft2

Table 2: Information on the Testing Data

theDetection Rateand theFalse Alarm Rate.

Detection Rate =
# of mines detected

total # of mines in the data file
,

False Alarm Rate =
# of false alarm

total # of tiles with mines× Field of View area
.
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Figure 14: The ROC curves from the ”170A0036” and ”167A2154” files of the ML(DC)
data set used for testing purposes.

The ROC curves show that our algorithm detects all the mines in the data file ”170A0036”
and that for the data file ”167A2154”, all the mines are found with the false alarm rate not
greater than0.95× 10−5.
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7 Conclusion

We designed an algorithm for the detection of moored mines, and we tested it in on the
test files of the ML(DC) data set. The results are as good as one can expect. The next
step is to test the robustness of the three major components of our algorithm: 1) the pre-
processing leading to binary images, 2) their morphological treatment, and 3) the decision
rules used for detection. The simplicity of the building blocks of our algorithm suggests
that after thorough testing on new data sets, small perturbations of our algorithm should
lead to versions with real time robust implementations.
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