PRICING AND HEDGING SPREAD OPTIONS IN A LOG-NORMAL MODEL

RENE CARMONA AND VALDO DURRLEMAN

ABSTRACT. This paper deals with the pricing of spread options on the difference between correlated
log-normal underlying assets. We introduce a new pricing paradigm based on a set of precise lower
bounds. We also derive closed form formulae for the Greeks and other sensitivities of the prices. In
doing so we prove that the price of a spread option is a decreasing function of the correlation parameter,
and we analyze the notion of implied correlation. We use numerical experiments to provide an extensive
analysis of the performance of these new pricing and hedging algorithms, and we compare the results
with those of the existing methods.

1. INTRODUCTION

As Eric Reiner put it at a recent seminar, a multivariate version of the Black-Scholes’ formula
has yet to emerge. Nevertheless, there is a tremendous number of papers dealing with the issue.
Whether they look at basket options or discrete-time average Asian options, all try to price and hedge
multivariate contingent claims. In order to tackle this problem we start with the simplest case of
bivariate contingent claims, and more precisely of spread options. Spread options already contain
the essence of the difficulty in pricing multivariate contingent claims: the linear combination of log-
normal underlying assets. To overcome this obstacle, we introduce a new pricing paradigm. Although
it is original, our work was partly inspired by the article by Rogers and Shi [9] on Asian options. Our
method has several advantages. It gives an extremely good approximation to the price, and computing
the so-called Greeks is straightforward. More importantly it encapsulates the univariate case, that is
to say, it is an extension of the classical results of Black-Scholes and Margrabe. This is certainly a
desirable feature from a mathematical point of view, but also from a risk management point of view.
Indeed, pricing and hedging a single very exotic product is often not the main issue for financial
engineers, but aggregating different simple products as vanilla options together with basket options
for example is a daily challenge. Pricing and hedging them in a consistent way is the main issue
which our approach helps resolve.

In the next section, we introduce two examples of spread options: one in the equity markets and
the other in the fixed income markets. These examples are intended to motivate the forthcoming
computations. The main thrust of the paper is contained in Section 3 where we derive closed form
formulae for our approximation and its error. Section 4 gives a short review of two existing methods
that are closely related to ours. We derive pricing formulae in these models for further comparison
with our methodology. Section 5 applies the results of Section 3 to the case of a spread between two
correlated stocks whose price dynamics are given by geometric Brownian motions, and we derive
closed form formulae for the so-called Greeks. Finally, to illustrate possible extensions of our method,
we show how to include jumps in the dynamics of the underlying assets, and we discuss the notion of
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implied correlation. The accuracy of our approximate price formula, together with the performance
of the subsequent hedging strategies are illustrated by the results of extensive numerical experiments
based on Monte Carlo simulations from the geometric Brownian motion models.

2. Two EXAMPLES OF SPREAD OPTIONS

In this section, we introduce the notation and the terminology which we use throughout the paper.
In so doing we describe two examples which should be used as a motivation for the need for the kind
of formulae we derive in the sequel.

2.1. Spread Options in the Equity or Energy Markets. We look at the classical setting where be-
sides a riskless bank account with constant interestrrater arbitrage-free market model comprises
two assets whose prices at timare denoted by, (¢) andS2(¢). We assume that their risk-neutral
price dynamics are given by the following stochastic differential equations:

dSi(t) = S1()[(r — qu)dt + o1dWi(t)]
dSQ(t) = SQ(t)[(’f' — QQ)dt + UQdWQ(t)]

whereq; andqg» are the instantaneous dividend yields, the volatilisieandos are positive constants
andW; andW, are two Brownian motions with correlatign The initial conditions will be denoted

by S1(0) = z; andS2(0) = x2. We mainly focus on the pricing of spread options on two stocks
in which case the;’s should be interpreted as dividend rates. In the case of a spread option on two
commodity spot prices, thg’s should be interpreted as instantaneous convenience yields, while we
should set;; = ¢5 = r in the case of spread options on futures contracts.

In any case, the priceat time0 of the spread option with date of maturityand strikekK is given
by the risk-neutral expectation:

1) p=e"TE{(S(T) — S1(T) — K)*}.

The special cas& = 0 corresponds to aexchangeince the pay-oftS2(7') — S1(T')) " will provide

the holder of the option with the differenég (7)) — S1(T") whenS»(T") > S1(T"). So if one would

like to own either one of the indexes at tifhe one could simply buy the second one and purchase the
above call spread option witR® = 0. This will guarantee that, short of the premium of the option,
we do as well as if we had bought the one ending up being the cheaper of the two in all cases!

The pricep of formula (1) can be rewritten in the form:
(2) p= 6—TT]E { <x26(r—q2—ag/2)T+02W2(T) _ 1_16(7'—q1—of/2)T+01W1(T) _ K)+}

which shows that the priceis given by the integral of a function of two variables with respect to a
bivariate Gaussian distribution, namely the joint distributiori16f(7") and W»(T"). Unfortunately,
except in the case of an exchange optioa.,(an option with strike/' = 0), the price of the spread
option cannot be given by a formula in closed form.
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2.2. Spread Options in the Fixed-Income Markets. The results obtained in this paper can be ap-
plied in the context of fixed-income derivative pricing. Consider a call option on the difference
between the 3-month and the 6-month Libor rates. More precisely if we=te3 months, we denote

by L(T, ) the 3-month Libor rate spanning the interyal 7' + 6], and similarly byL(T, 26) the
6-month Libor rate spanning’, 7' + 24]. We consider the option that pays the amount

S(L(T,d) — 2L(T,26) — k)*.

at timeT" + 6. The price at time is given by the conditional expectation with respect to the forward
pricing measur&” +°

pe = B(t, T +8)EL  {(SL(T,8) — 26L(T, 26) — 5k)*}

whereB(t, T') denotes th&-zero coupon bond price at timeand where we use a superscript on the
expectation to emphasize the probability measure with respect to which the expectation is computed,
and a subscript to indicate that the expectation is in fact a conditional expectation with respect to the
o-field used as a subscript. The prigerewrites:

pe = BT+8EL " {(1+6L(T,8) — (1 + 26L(T,26)) — 6k)*}

+
o QT+6 1 _ 1 _
= B.T+oEs {(B(T,TJré) B(T, T + 26) 5k> }

1 B(T,T + 6) +
B(T,T+6)( ~ B(T,T + 25) _5kB(T’T+5)> }

— B(t,T)EL { <1 _BITHY)  yponr 5)>+}

— B(t,T+6EL " {

B(T,T + 26)

T +
— B(t,T)EY { <1 _ m — SkBr(T, T + 5)) }

whereB,(T,T+0) = B(t,T+0)/B(t,T) is the price at time of the forward zero coupon bond. Let

us assume from now on that we are in a Gaussian Heath-Jarrow-Morton framework. This is merely
saying that the volatility of the zero coup@#(t,T), sayv(t,T'), is deterministic i.e. non-random. It

is well-known (seee.g, [6]) that B;(T,T + &) andB:(T, T + 26) are log-normal martingales under

Q”'. More precisely, we have:

————— = (T, T+ 9)d
B(r,T+5) LTI
for someQ7 -Brownian motionW? provided we set(T,T") = v(t, T) — v(t,T'). Obviously, we
have a similar formula for the dynamics Bf (T, T + 26). We can therefore infer the distributions of
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the forward bonds undép” since:

B(taT+6) 1 r 2 r T
BT(T,T+5) WQX <—2[ US(T,T+6)d8+/t O'S(T,T+5)dWs
Br(T,T+25)  BtT+20) P\ 2/ 7% s\

T
+/ JS(T,T+6)—as(T,T+26)dWE>.
t

So if we restrict ourselves tlo < 0, the computation of the price reduces to the problem of the pricing
of a spread option in the equity markets. This is indeed the case if we use the formulae

1 T

ot = o | (0T T +6) — ou(T.T +25))" ds
- t

> _ 1 [T 2(T,T +6)d

2T r— ), T ’
1 T

p = | (LT +0) (0u(T.T +6) —0u(T.T +20)) ds.
- t

for the volatilities and the correlation. The case> 0 can equivalently be treated by means of
symmetry arguments as we derive below.

3. MAIN RESULT

The above pricing problems boil down to computing the following expectation:

+
3 I=1l(c,8,7v,6,k,p) =Eq [ @e”1™ — ye’ 2T - K
B,7,6 BX1—32%/2 §X2—6%/2

wherea, 3, v, 6 and x are real constants anl; and X, are jointly GaussianV(0,1) random
variables with correlatiop. The purpose of this section is to compute this expectation. It can be
expressed as a double integral, but in general, its value cannot be given in closed form. Our goal is to
provide a very good approximation for its value, in such a way to retain all the advantages of closed
form formulae such as the Black Scholes formula.

Without any loss of generality we assume that

pFl or  [B#4
which is equivalent to
(% —2pB8 + 6% #0.

Indeed,I1 is explicitly computable with the Black-Scholes’ formula whenever the above assumption
does not hold.
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3.1. Symmetries of the Problem. We first study the symmetries properties of (3). The simple for-
mula:

(4) E{X"} =E{(-X)"} + E{X}

becomes very useful whé{ X } can be computed explicitly. In the present situation, we have:

E { (aeﬂXl_ﬁQ/2 — 765X2_52/2 — Ii)Jr} =K { (765)(2_52/2 — aePfXi=0%/2 + f@)Jr} +a—v—kK

or equivalently,

(o, B,7,6,k,p) =11(v,0,0, 8, =K, p) + a =y — K
which can make some proofs simpler by reducing the parameter domain for which properties of the
expectation need to be derived.

Formulae derived from (4) will be called parity formulae, and arguments based on parity formulae
will be called parity arguments. This terminology is motivated by the standard call/put parity relating
the price of a European call option to the price of the European put option with the same strike and
expiry. Next, we introduce two independe¥t0, 1) random variableg; andZ, such that:

V1=p*Z1+pZs

Xo = Zy

and we denote by the unique numbey € [0, 7] such thato = cos ¢. With these notations, the
expectation givindgI can be rewritten as:

(5) II=F { (aeﬁ[sin¢Z1+cos¢Z2]fﬁ2/2 - 765Z2752/2 - KJ>+} .

Function (3) also enjoys symmetry properties as given by the following proposition.

Proposition 1. The following symmetry relations hold

H(a7ﬁ77757’%7p) =1I (04;07/4757% 5 - pﬁ) =1I (_’K‘:aﬁ777aa —qQ, /B_p(s)
g (o

whereo = /32 — 2p36 + 2.

Proof. The assumptior # 6 or p # 1 allows us to divide by and therefore to define the new
correlations. Letus let’ = /1 — p? and let us writd1 as follows.

(e, B,7,0,k,p) = E { (aeﬁp’ZhLﬁpZz*,B?-/Q _ 76522752/2 B R)-ﬁ-}

E{eéZz 52/2 aeﬁp Z1+(Bp—08)Z2—2 /2462 /2 _ 7_H65Z2+52/2>+}

= E

{( B Z1+(0—Bp) Zo— (57 ~2pB0+62) 2 _ . ,87>—57/2 _ 7)*}
= H(a, B2 —2pBd + 62, K, 0,7, 0—rb )

VB —2pp6 + 62
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From the second to the third line, we used the Girsanov’s transform. The second symmetry relation
is obtained exactly in the same waw

It is interesting to remark that the above symmetry relations give directly Margrabe’s formula [4].
Indeed:

H(aaﬁ)Vvé,oap) = H<a>07075a7)5_pﬁ)

g

_ E{(ae"UUQ/z —v)+}

whereU ~ N(0, 1), and this last expectation is given by the Black-Scholes’ formula.
Symmetry arguments also allow us to price options on the sum of two assets:
E { (0465)(1752/2 + fye‘SXQ"SQ/Z — li)+} .
Indeed, ifx < 0, the computation is straightforward. On the contrary & 0, a symmetry argument
transforms the computation into that of a spread option.

We conclude this section by explaining how parity and symmetries interplay. Let us denete by
s andt the following involution functions

n(@7ﬁ777 57 R, p) = (/77 67 a767_"€7p)

0 —pp
s(\a, O, aéaﬁa = «, 2_2 6+52,K135) )
(@, 3,76, K, p) ( VB2 —=2pp gl 622p65+52>

B —pd
t(a,ﬂ77557 R, P) = <_’{7ﬁ773 \/Wv_aa \/m)

Then one easily checks that:
(6) nos=ton.

3.2. The Approximation. We now derive our approximate pricing formula from a set of lower
bounds for the price.

A Preliminary Remark Recall that the Black-Scholes’ formula for valuing call options is given by:
CPS = §e=T®(dy + oVT) — Ke "7 ®(dy)

where
g — In(Se~9T/Ke™"T) B oT
0 oVT 2
Here and throughout the paper, we use the notatiar) and®(z) for the density and the cumulative
distribution function of the standard Gaussi&i0, 1) distribution,i.e.,
1

—x 1 * —u
o(z) = me °/2 and ®(z) = \/ﬂ/ e 2 du.
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CPB9 can be seen as a functiondy, the other parameters remaining fixed:
CBS — CBS(dQ)

One can then check (this will also be a simple consequence of Proposition 2 below) that thé value
is precisely that value af at which the functiorC'?%(d) is attains its maximum, so that:

CB% = 0B3%(dy) = sup CP(d).
deR

With this remark in mind, the deltd.¢., the derivative ofC'’Z° with respect toS) is very easily
computable, and:

oC0BS  9CPBS ad

55 + a0 875? = e T®(dy + oVT)

As the reader can check, the brute force differentiation of the Black-Scholes’ formula requires more
than a single line of computation. Our approximation for the value (3) is based on this idea. We would
like to have an approximation that looks like a Black-Scholes’ formula. We introduce some degrees
of freedom (like the parameterin the one-dimensional case) and the values of the parameters we
choose will be those that maximize the value of the approximation. Unlike the one-dimensional case,
we cannot recover the exact value of (3) (exceptin some very special cases) but the approximation will
turn out to be excellent. But like the one-dimensional case, we can easily compute the sensitivities of
(3) with respect to its various parameters.

A =

The next result is elementary. We state it as a proposition for future reference.

Proposition 2. Let X be a real valued random variable on a probability spd€e H, P), and let
A C 'H be any family of events such thgX > 0} € A. Then,

E{X"} = sup E{X14}
AeA

Proof. Let A € A,

E{X*}:/XdP = / XdP+/ X dP
A AN{X>0} AN{X <0}
< / X dP
AN{X>0}

< / X dP
{x>0}

= E{X*"

which proves thatup 4 4 E{X14} < E{XT}. To get the reverse inequality, note tHaf > 0}
A so that

sup E{X1,} > E{X1;x>0} =E{X"}. 0
AcA
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Two Different Elementary Lower BoundsRecall that we are interested in computibgX *} where
X is the following random variable:

X = aeﬁ[sind)ZrkcosqﬁZg}fﬂQ/Q . 76522752/2 k.
The main obstruction to a closed formula for this expectation is that the exercise regioth¢
set{X > 0}) does not have a simple shape. Proposition 2 tells us that any attempt to approximate
the value of this integral by approximating the exercise region by simpler regions will lead to a

lower bound. The two elementary lower bounds that we are about to introduce are based on simple
approximations of the exercise region.

For eachy € R we introduce the random variable:
Yy = sin071 — cos02s.
By choosing forA theo-field 0 {Y,} generated by}, we get our first elementary lower bound:

(#) = sup E{X1a}.
AEO’{YQ}

By choosingA = {{Yy < d};d € R}, we get the second one:

I1(h) = sup E{X1{y,<aq1}-
deR

The approximatiodl which we propose is defined as the supremum of the lower bdiitlswhen
we vary the free parametér We denote by* a maximizer ofl1(6).

(7) I = II(#*) = sup II(#) = sup sup E{X1y,<q1}-
R R deR

We will also need the approximatidi corresponding tdI(#). Although their values are presumably
different, we will also denote b§* a maximizer for that lower bound. The context in which we use
the notatiorg* will always make it clear which one we have in mind, and no confusion will arise.

Proposition 3. We have:

II:=supll(d) = sup / X dP = sup E{E{X Yy} "}
R AelU, o{Ye} /A 9eR

Proof. Since{E{X Yy} > 0} € o{Yp}, Proposition 2 yields
supE{E(X|Y} ") =sup sup [ B{X|¥o) dP
0 0 Aco{yp} /A

By the definition of conditional expectations, we have

sup sup /E{X|Yg} dP = sup sup /XdP
6 AEO’{YQ} A 0 AEO’{YQ} A

= sup /XdP
AGUGO{YQ} A
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The above proposition shows that our approximations are very related to Jensen’s inequalities. The
functionz — 2z being convex, Jensen’s inequality implies that:

E{X"} =E{E{X"[Yp}} > E{E{X|Yp} "} = II(6).

In fact, we even have:

E{X}" <II <O <E{X*}
The first inequality is just a consequence of the fact that

Iz lim E{X1(y,.<qy} =0

and
The second one simply comes from the the trivial inclusion

{{Yy <d};d e R} C o{¥p}

and the last one has just been established.

Notice that the lower bounds are much simpler to handle than (3). Aftdi @, is nothing but a
one-dimensional Gaussian integral.

(8) 1(0) = E{X(0)*}

with:

(9) X(Q) _ E{XD/O} _ ae—ﬁcos(0+¢)Y9—ﬂ2 cos?(6+¢) /2 ’)/6_6 cos0Yy—62cos? 6 /2 K.
The quantityﬁ(@) can be computed a bit more explicitly.

Proposition 4.

(10) 11(9) = sup [a® (d + Bcos( + @) — P (d + 6 cos()) — kP (d)]

We will also denote byl* a maximizer of the above supremum.
Proof. In view of (9),11(#) can be rewritten as:

Ine) = sup/ X dP
deR J{vp<d}

deR

= supE { (ae—ﬁ cos(0+¢)Ye—(82/2) cos?(0+¢) ’}/6_6 cos0Yp—(6%2/2) cos? 6 _ Ii) 1{Y9<d} }
deR B

= sup/ E{X|Yy} dP
{Yp<d}
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andf[(e) consists in three terms which can be computed separately. The first one gives:

E {Oze*ﬁ cos(0+¢)Yy— (6% /2) cos” (0-+4) Live<ay }

—a / o Beos(O+d)e—(52/2) cos?(0-+6) ,—22/2 g,

d+ cos(0+¢)
= a/ e 2y
V2T

=a®(d+ Bcos(d + ¢))
The other two terms can be computed similarly. This leads to the desired expresdii{é fom
Explicit Computation of II. We are now in a position to explain how to compiite In order to

maximize the functionl(#), we need its derivative. A formula for the latter is given in the statement
of the next result.

Proposition 5.
IT'(0) = afBsin(0 + ¢) p(d* + Bcos(f + ¢)) — I sinf o(d* + 6 cos 6)

Proof. Note that we have already established that
1(0) = E{X(0)1 1y | -

We compute the derivative (fi(e) by differentiating both sides of this equation. The derivative of
the functionz — 1;,<¢ is a Dirac function which is equal teco whenz = 0 and0 otherwise.
Consequently, taking derivative under the integral/expectation sign gives:
(11)

d [+ d X (6) o o ALivi<a)

The second term in the most right expression is zero since the Lebesgue measure has no atom. For-
mula (11) can easily be justified by convolving the functior> 1., with an approximate identity,

taking the derivative under the expectation sign, and removing the effect of the regularization by tak-
ing a limit controlled by the Lebesgue’s dominated convergence theorem. This gives:

re) = E { (—aﬁ sin(f + ¢)[5 cos(0 + ¢) + ye]e—ﬁcos(0+¢)y9_(52/2) cos?(0-+0)

+ vsinf[d cos b + Y9}676C0S0Y97(62/2) cos? 0) 1{y9§d*}}

d*+3 cos(0+¢) e—u2/2
= aﬁsin(9+¢)/ u W
—00 T
d*+d cosf €7u2/2
+ 5sin9/ u
i —co V2T

= afsin(d + ¢) p(d* + Bcos(0 + ¢)) —ydsinf (d* + 6 cos )
which is the desired resultm
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So computing explicithiI reduces to computing* and#*. To that end we need a system of two
equations. The equatidif (6*) = 0 gives a first one. In view of Proposition 2, it is clear that #fie
that achieves the maximum in (10) has to be a zero of the function:

ae—,@ cos(0+¢) x—B2% cos?(0+¢) /2 6—6(:039 x—62cos?0 /2

¥ K.

This leads to a second equation. Theretrandf* are necessarily solutions to the following system:
(12)
{ 0 = e Bcos(0"+e) d*—p32 cos?(0*+¢) /2 _ ,ye—é cos 0* d*—58% cos? 0* /2 _ K

0 = af sin(@* + ¢) e—ﬁcos(@*+¢) d*—B32 cos?(60*+¢) /2 _ ,.Y(S sin @* e—9cost” d*—62 cos? 0* /2.

From this system we get

6—,@ cos(0*+¢) d*—32 cos2(0*+¢) /2 _ Ok sin 0*
affsin(0* 4+ ¢) — 6 sin %]
6—5 cos 0% d*—6% cos? 0* /2 _ Br sin(@* + ¢)

 ~[Bsin(6* + ¢) — dsin6*]
In solving ford* in each of the above equations, we see ftias necessarily a solution to:

1 Bk sin(f + ¢) dcosf
(13) d cosf n <_’y[ﬂ sin(f + ¢) — 0sin 9]) 2
B 1 ) dksin 6 Bcos(0 + ¢)
Bcos(0 + ¢) " <_a[ﬂsin(9+¢)) —5sin9}) B 2

andd* is equal to either the left or the right hand side of equation (13).

We could be more precise and bracket the solufiothat corresponds to the maximum. Unfortu-
nately, we would need to distinguish several cases. Since we have not found a nice way of putting the
result, we shall refrain from doing so.

Proposition 6. Let#* be the solution of (13) corresponding to the maximum. Let

= 0005(91* — 1) n <aﬁ,sy15n$1 9—: ¢)> - %(ﬂ cos(0" + ¢) + 6 cos %)
where
1) = arccos <5—pﬂ>,
o
then
(14) 1= a®(d* + Bcos(0* + ¢)) —yP(d* + dcos0) — kP(d¥)

Special CasesWe now look at which cases our approximations are in fact the true value. We also
explain why in the other cases, our approximation is strictly less than the true value. In view of
Proposition 2, we only need look for the cases whigke > 0} € (J, oYy or {X > 0} € {{Yj <

d};d € R}.

Proposition 7. II = IT whenevek = 0,0ora = 0,0ry =0, 0r p = +1 or p=—L
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Proof. Whena = 0,

(X 20} = {2 _ > 0} € 02y = o {V7)

wheny = 0,
{X >0} = {aeﬁ[sin¢21+cos¢z2]_ﬁ2/g S 0} € ol{Yo s}
whenk = 0,
(X >0} = {aeﬁ[sm¢zl+cos¢zg]—ﬁ2/2 72 s 0}

= {BsingZi + (Beos¢ — 6)Zs > In(y/a) + f2/2 — 6%/2} € o{Y}}

_ d—pB
for ¢ = arccos ( L

N——

, Whenp = +1,
{X > 0} — {aeiﬁZ2*B2/2 _,Y66Z2752/2 — k> 0} e O'{Yﬂ}. n

In any other case, the exercise regiodi > 0} will exhibit somecurvatureand the lower bounds
will therefore be strict lower bounds.

Proposition 8. II = IT whenevek = 0,ora=0,ory=0,0rp=—1,0r
p=+1 and k(B—-9)>0

or

Y0\ 73 KB _5(8+6)/2
=41 and —8) <0 and (> < 1 0(B+9)/
P w8 =9) of3 V6-B)°

Proof. By simple inspection of the proof of the last proposition, we see that except in the ease
{X > 0} will be either of the form{Yy < x} or of the form{Yyp > z}. The later can be rewritten as
{Yp1r < —z} which is of the desired form. The only problem can arise whea 1 and when the
function

aeﬂx—BQ/Q o 6617—62/2 -

Yy K

has two zeroes. This gives the conditions of the propositipn.

Numerical evidence suggests that the lower bollris extremely accurate. We shall illustrate this
claim later in the paper. They are several cases where this approximation is indeed the true price as
shown in the Proposition 8.

3.3. Upper Bound and Control of the Error. In order to control the error of the approximation
provided byll, we derive upper bounds fdE. In view of Proposition 2, it is easy to get lower bounds
for the expectation, but much more difficult to get good upper bounds. Indeed, trying to simplify the
exercise region can only lead to lower bounds.
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Elementary Upper Bound Since the standard Gaussian distribution is rotation-invariant, for every
6 € R we can replace the coupl¢;, Z,) by the couplg — cos 07, + sin0Z,, — sin 027 — cos 623)
without changing the distribution of .

(15) II=F { <a€—ﬂ[sin(¢+9)Z1+cos(¢+9)Zg]—62/2 - 76—(5[sin9Z1+c050Z2}—62/2 - /4;>+}

Recall that we have a nice expression i) given in Proposition 3. We see that for eatlkr R,
we have:
I-1(0) = E{X"}-E{E{X[Yp}"}
= E{X" -E{X[Yp}"}
< E{(X -E{X[vp})"}.

We used the elementary inequality+ b)* < a™ + b™ in the last step. This last expression rewrites
E { [ae*ﬂcos(Ger?)ZQ*(ﬁQ/z) cos? (6+¢) <€—ﬂsin(9+¢)217(52/2) sin?(6+¢) _ 1)

_767600s0Z27(52/2) cos? 0 (efésin9Z1f(52/2) sin2g 1)} +} .

Using again the elementary inequality+ b)™ < a™ + b* and the independence &f andZ,, we
get:

oF { (e P02 D 046) _ 1) *} LR { (cmomoz—@ /o _y) *}

() (] o () o5

The one-dimensional Gaussian integral computation is similar to the derivation of the Black-Scholes’
formula. This upper bound can also be optimized @dveet ¥ be the followingnormalized Black-
Scholesfunction

U(z) = @(|lz/2]) — (= |z/2|) = [®(z/2) — ®(—z/2)], = €R.
We have the following upper bound.
Proposition 9.
IT < min {II(0) + a¥(Bsin¢); II(—¢) +~Y(Isin¢)}
It remains to explain how we compul&#). This is done in the following proposition.

Proposition 10. For eaché € R, the lower boundﬁ(@) is given by:
_ 1—
00) = —5—(a—7y—r)+e(al®(ds+ Feos(d + ) = @(di + Beos(d + )

— [®(ds + 8 cos 0) — B(dy + & cos 0)] — K[ (do) — <I>(d1)]>

where,d; andd; are the zeroes of the functian— D(z) defined by:
(16) D(ZL‘) — aef,@cos(9+¢)x7(,@2/2) cos?(0+¢) 7675(:059‘%7(62/2) cos?0 K.
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when the latter has two zeroes, with the conventiondhat ds = co when the equatio® (z) = 0
has no solution, and, = oo when the equatio®(x) = 0 has exactly one solutiogh. ¢ = £1 is
related to the sign ob between its zeroes.

Proof. Since:
I1(0) = E{D(Yp)*} = E{D(Ys)1{p(v,)>0}}
the first task is to properly describe the et £(0) defined by:

E={zeR; D(z)> 0}

The functionz — D(z) is continuously differentiable oR and may have, 1 or 2 zeroes. Let us
denote byl; the unique zero when the functidnhas exactly one zero, and by < d, the values of
the two zeroes when they exist. Therefdfesan be any of the following six sets.

wa (dlde)a (dh—{—OO), (—OO,dl), (—OO,dl) U (d2,+OO>, R.

A third constank is defined by setting = +1 in the first three cases, amd= —1 in the remaining
cases. Without any loss of generality we can restrict ourselves to the easel, because the case
e = —1 can be derived from the case= 1 and the parity formula (4).

With our convention on the values df andd,, we always have& = (di,ds) in the first three
cases we are concentrating ae, whene = 1. Consequently the definition (10), (9) Hf#) can be
rewritten as:

ﬁ(@) -k { <Oz€_’6 cos(04¢) Yo —(52/2) cos? (6+¢) —8cos0Yy—(62/2) cos? 0

— e f”v) 1{d1<Y9<d2}} .
AsTI(6), II(6) consists in three terms which can be computed separately. The first one gives:

—pP cos - 2 COS2
E{ae Beos(0+¢) Z2—(82/2) (6+¢)1{d1<Y9<d2}}

d:
I / * o Beos(0+6)a—(82/2) cos? (0+6) ,~a2/2 g,
\/271' d1
[
o / B g,
2m di1+5 cos(0+9¢)

a[®(dz + B cos(0 + ¢)) — @(d1 + Bcos(f + ¢))]
The other two terms can be computed similarly. This leads to the following expressifitéfor
[(0) = a[®(ds+ Bcos(d+ ¢)) — ®(d1 + Beos(f + ¢))]
—v[®(d2 + 6 cos0) — ®(d; + d cos )]
— K[®(d2) — B(d1)]

which is the desired result when= +1. The case = —1 is obtained similarly, the fact that the set
£ is now the complementary set of what it was before accounts for the changes in the formula. The
proof of the proposition is now completen
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Improvement of the Upper Bound via Symmetry ArgumentBhe upper bound of Proposition 9 can
be improved. As we can see in this proposition, whes 0, we have

I1(0) < II < min (II(0); II(—¢) + y¥(dsing)) < I1(0)

The upper bound is equal to the lower bound and hence is the true value. The same is tryjeswhen
orp = +1 (i.e, sin ¢ = 0). However, in the case = 0, it does not give us that the lower bound is in
fact exact. The previous symmetry relations will allow us to get a better upper bound that will equal
the lower bound also when= 0.

This leads to the following improvement of our upper bound.

Proposition 11.

II < min { min (I1(0); ITo 5(0)) + a¥(Bp'); min (II(—¢); L o £(0)) + y¥(5p");

min (Il o s(—4¢); Mo t(y — 7)) + || ¥ <ﬁjp’> }

Improvement of the Upper Bound via Monotonicity Argument#t turns out that the previous upper
bound is not always decreasing jnwhereas the true price is. Obviously, the largest decreasing
function below our upper bound will be a better upper bound. The fact that (3) is decreasing with
respect tg seems to be known but we did not find a proof of it in the financial literature. This is the
topic of the next proposition.

Proposition 12. p — II(p) is decreasing ofi—1, 1].

Proof. Let us denote by the bivariate standard Gaussian density with correlation

exp (—4 =2t )
flpsu,v) =

2my/1 — p?

We will use the following identity:

of _ o
dp  Oudv’

Let us rewritell using f.

+
In = / (ozeﬁufﬁz/2 — ’)/661)762/2 — I€) f(p,u,v) dudv
RQ

— /(ex—ey_m)+f<px_lna+ﬁ2/2 y_1n7+52/2>d$dy
R2

B ’ ) 36
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Sincef is C'((—1,1) x R x R), we can use the Lebesgue’s differentiation theorem to compute the
derivative oflII with respect t.

oIl / (ex—ey—n)+af< r—Ina+ (%/2 y—ln’y—|—52/2> dxdy

p R2 Ip B ’ 0 Bs
_ / (€ —e¥ — k)T 0 f r—Ina+3?/2 y—Iny+6%/2\ dady
N R2 oudv ’ ﬁ ’ ) 55
0 r—Ina+(%/2 y—Iny+62/2\ dedy
= T _ oy _ O\t
o’ Bu—52/2 Su—62/2 +
= OzﬁfyéaoéaV /11{2 (ae — e — /f) f(p,u,v) dudv

To show that this last expression is always negative, notice that it is the lithiaadk go to zero of

1

B Jos (gla+h,y+k)—gla,y+k)—gla+hv)+g(a,7)) f(p,u,v) dudv

+
whereg(a, ) = (aeﬁ“—ﬁg/2 — yefv=0?/2 _ ;@> . Note that for any reals andh > k > 0, we have

1
W (z+h—k)"—(@+h)t— -k +aT)
1
= o5 Rz — @+ ) ljocatncry + kg + 2l{0<oky)
1

= o7 (F(Lzn) = Larnzry) + 2Lo<a<ky = (@ + W) Ljo<ansiy)

1

< or (B (Lazky = Yarnzm) + 21 0<e<k))
1

< 7 (Ltazky — Loshzky + Lo<a<iy)
1

= 7 (La20) — Lazkony)

< 0.

The fact thath > k was only used at the last line. This implies that the quantity we are studying as
k > h > 0 go to zero is always negative and since the limit exists by the previous argument, we have
I <. n

op — 7

Numerical examples show that this improved upper bound is quite accurate (about 10%). However
this upper bound does not catch the extreme accuracy of the lower bound as the numerical experiments
that we ran (see below) suggest.

4. OTHER ANALYTICAL APPROXIMATIONS

There have already existed attempts to give an effiginatyticalapproximation ofl. We present
two of them: the Bachelier's model and the Kirk's model, both of them have been considered by
market’s practitioners.
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4.1. The Bachelier's Model. In most typical applications, all the underlying indexes are modelled

by means of log-normal distributions or at least, exponential transformations of standard distributions.
This is motivated in part by the inherent positivity of asset prices. But the positivity restriction does
not apply to the spreads themselves, since the latter can be negative as differences of positive quanti-
ties. Indeed, computing histograms of historical spread values shows that the marginal distribution of
a spread at a given time extends on both tails, and surprisingly enough, that the Gaussian distribution
can give a reasonable fit. This simple remark is the starting point of a series of papers proposing to use
arithmetic Brownian motion (as opposed to the geometric Brownian motion leading to the log-normal
distribution of the indexes) for the dynamics of spreads. In so doing, prices of options can be derived
by computing simple Gaussian integrals leading to simple closed form formulae. It was originally
advocated by Shimko in the early nineties. See [7] for a detailed éxqidbis method.

If we approximate the distribution of the spread

S — aeﬁxrmn - 66X2762/2

~y
by the Gaussian distribution, the least we can ask is that it matches the first two moments. Therefore:

S ~ N(E{S},var{S})
and classical computations give
E{S} = a—7n
var{S} = o (662 — 1) — 20y (e”ﬂ‘s - 1) + 42 (662 - 1) .

Proposition 13. If the value of the spread at maturity is assumed to have the Gaussian distribution,
the Bachelier's approximatioil? is given by:

17) HB:(a—fy_,Q)(I)(W)JmB@(a—vB—m)

o (o

where we used the notation:

oB = \/a2 (€7 —1) = 2ay (e — 1) +~2 (e — 1)

Proof. Plainly,
m? = E{(S—-x)T}
= E{(a—y—r+0P)")
for some Gs(0, 1) random variabl€. Consequently:

1 o0 2
HB:/ a—~—k—+oBu)e ™ 2dy
o —”‘*”B*”( Y )

from which we easily get the desired resuit.

Based on Edgeworth expansions, Jarrow and Rudd [2] improved the Bachelier's model in taking
into account higher order moments (skew and kurtosis). We refer to Mbafeno [5] for the formula
giving an approximate price for a spread option.
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4.2. The Kirk’'s Model. More recently, Kirk in [3] proposed the formula

n (5%) Lo n(5%) oK

K _ _
" =ad oK 5 (v+r)® oK 5

where

2
K_ g 9 57”2(7)
o \/ﬂ PP T+ 5 T+ 5

As the reader can immediately see, the approximation is exact whef and wheny = 0. However

unlike our lower bound, it cannot be exact when neithet +1 nor whena = 0. The numerical
approximation of the price is very good but, as we will see later, the resulting hedging strategy does
not always perform very well.

5. PRICING OPTIONS ON THE SPREAD OF GEOMETRIC BROWNIAN MOTIONS

5.1. Pricing Formula. In this section we apply the results obtained in section 3 to the case of a
option on the difference of two assets. Recall formula (2). This expectation is a particular case of the
expectations computed before provided we set

(18) a=x0¢"?T B=0oVT y=z1e " §=0VT and x=Ke T

So for eact¥ € R, the numbep(6) = I1(6) is a lower bound for the prige Following the discussion
of Section 3 we introduce the approximatigpgiven by the supremum of the lower bourig) when
we vary the free parametér

(19) p =supp(b)
0eR

According to Proposition 6 we have:
Proposition 14. Let#* be the solution of (13) corresponding to the maximum. Let

1 woe~ 2T gy sin(0* + (Z>)>

1
_ - * /T
o cos(0* — w)ﬁ . ( x1e~ 0T g sin 0% (o9 cos(6™ + ¢) + o1 cos b )\F

2

d =

then
(20) p = a2e” =" P (d* + o2 cos(0" + Qb)ﬁ) —21e”1TP (d* + oy sin 6* ﬁ) — Ke "T'®(d*)

Note that this formula is as close to the Black-Scholes’ formula as we could hope. We will see
later that they have many features in common.
Proposition 8 takes the form:

Proposition 15. The approximatiom is equal to the true price whenkK = 0, 0rz; =0, 0orxzo = 0,
or p = —1. In particular, p is given by Margrabe’s formula wheR = 0, and by the classical
Black-Scholes’ formula whem zo = 0.
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For the cases of equality when= +1, we refer to Proposition 8.

Proof. There is nothing to be proven but we show how we recover Margrabe’s formula in the case
K = 0. Since it encompasses the Black-Scholes’ formula, this will also show how we deal with case
r122 = 0. In order to do that, we take tH€ that we computed in the proof of proposition 7, that is

9*:7T+w:7r+arccos<01_p02>.
o

whereo is now

o= \/O’% — 2po109 + 03
We easily compute that
oo sin(0* + ¢) = o1 sin 0*

so that
x 1 zoe~ 2T 1 ) )
@ = o T n (xle—tﬂT) B 5(02 cos(0* + ¢) + o1 cos @ )\/T
Furthermore
oy cos(0* 4+ ¢) — oy cosf” =0
hence,
1 xoe 2T oVT
d* 0* T — 1
+ oz cos(0” + ¢) VT T <(L‘1e_‘I1T> :
* * 1 xoe 2T oT
oot VT = g <$1eq1T) -

Finally, we get

—agoT —q2T
b xge_q2T<I> 1 n Toe 92 n a\/T _ xle_(hT(D 1 I Toe 92 B U\/T
oV/T ~\we ol 2 oV/T ~\we ol 2

which is Margrabe’s formula, see [4]n

5.2. Hedging and the Computation of the Greeks.

First Order Derivatives Exactly as in the case with a single asset, our derivation gives as a side effect
a sub-hedge for the option.

Proposition 16. Holding at each time < T
Al =—1T® (d* + o1 cos 0* \/T)
and
Ay =e 2To (d* + o9 cos(0* + qﬁ)\/T)

of the underlying assets will provide a sub-hedge for the opfiey 6uch a portfolio gives a sub-
replication of the pay-off of the option.)
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Proof. We need to computés/dx1 anddp/dz,. Note that the price functional dependsmrthrough
bothzy; and6*. Therefore

dp  0p  Opao*

dZEQ N 8([)2 89 01'2
but since we take as the price the optimal lower boapdod = 0 at *. The remaining term is
computed easily:

90 _ O gl e nT—o2cos@ +OW(T)—03 cos(0* +9)T/2
axg 8x2

. xle—qlT—Oj cos0* W(T)—o?cos? 6* T/2 _ Ke—rT)

1{W<T><d*}}

— —o9g cos(6* —o2 cos?(0*
= ¢ quIE{e 2 cos(0"+¢)W(T)—o3 cos™(0 +(z))rfﬂl{vv(T)gd*}}

= 2T (d* + oy cos(0* + qb)\/T)
The computation is similar favp/0z,. n

In the same manner we can get other partial derivatives of the price with respect to various inter-
esting parameters. These are the so-called Greeks of the financial literature. We give some of them in
the following proposition.

Proposition 17. Let; and¥, denote the sensitivities of the price functional (20) with respect to the
volatilities of each assely be the sensitivity with respect to their correlation parameter. be the
sensitivity with respect to the strike priéé and© be that with respect to the maturity tirfie

0 = xzie Ty (d* + o1 cos 0* \/T) cos 0* VT

¥y = —moe 2Ty (d* + o9 cos(0* + @) \/T) cos(0* + ¢) VT
e
X = —xle*qngo (d>k 4 o1 cos 0* ﬁ) o1 s1'n VT
sin ¢
Kk = —®(d)e T
0 = w — 12181 — @r2ls — 7Kk

Proof. These formulae are derived exactly in the same way as we did for the deltas. Again, the key
observation is that

op

(o) =

590 =0
so that we only need differentiate agifwere constant. The formula fé¥ comes from the following

homogeneitproperty:
ﬁ('xlv r2,01,02,41,42, K7 r, T) = ﬁ(x167q1T7 xQetiTv Ul\/T7 O-Qﬁa 07 07 KeirTu 07 1)

We can express it using the Greeks we have just compuged.
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Second Order DerivativesThe second order derivatives are also of fundamental importance. Let
I'11, T'12 and Ty be the second derivatives with respect to the current values of the assets. The
simplification that arose for the first order derivatives does not hold anymore. Indeed,

Epo_ P, Pp o Pp (00N
dz? Ox? 0x100 0x1  00?% \ Ox;

9’p _ 0% <80*>2+2< 0°p 821360*) 00"

022~ 902 \ 0y 92,00 002 0z, ) 01

@ #a (o', d (o) o

- ox? 0602 \ Ozy dxy \ 00 ) Oz
oo (o)

ox? 002 \0x1)

However, we propose to approximate the second order derivative by the corresponding partial deriv-
ative. This is supported by different observations. The first one is that in case the approximation is
the true price, the correspondimgwill also be exact since in those cagé,does not depend neither

on x; nor onxz,. The second observation is thit does not vary very much with respect to those
parameters. Finally, we have the surprising fact that this approximation drigfexactly balances

the approximation op so that the Greeks satisfy the Black-Scholes’ equation!

Instead of explaining how we computed thé&s, we give them and show that they satisfy the
Black-Scholes’ equation.

Proposition 18. Suppose

r (¢ o VT)’
A R G N
e*(fI1+Q2)T
g = ———0 (d* + o1 cos 6* \/T) % (d* + o2 cos(0" + ¢) \/T)
02192 + 01191
e—QqQT 2
Tyy = — (d* o* T) :
99 Ry 7 + o9 cos(0™ + ¢) JT

then

1 1 .
-0+ 50%1‘%11 + poroaxi1zol'io + §J§SE%F22 + (r—q)r1A1+ (r — g2)z2lAo —rp =0

Proof. Let us denote

a; = o1cos0* VT
ay = ogcos(0* 4+ ¢) VT,
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we also leti; = z1e~¢T andz, = z9e~ %", According to Proposition 17 and equation (20),

1 1 .
-0+ 50’%1‘%F11 + pUlo'gl‘leFlQ + 50%:@1‘22 + (T - ql)xlAl + (T - QQ)J}QAQ —Trp

1 1 0191 + o919
= 50%95%F11 + poroaxi1rol'1o + §U§$§F22 T e
1 2~2 2 -
= oz To(d* + a1)® — 2po109T1Z2Tp(d" + a d*+a
ST e | TR @) = BTl + a)eld + o)

+ 0283 Tp(d* + az)? — atito(d* + a1)? + 2a1a281F20(d* + ag)(d* + a1)

—@ﬁw&+@ﬂ

1
T 20101 + 0ala) [U% sin’ 0% Fo(d* + a1)® + o3 sin® (0% + ¢)F50(d" + az)”

— 20102(cos ¢ — cos(0" + @) cos 0F)T1T2p(d* + a1)p(d” + az)

[o18in0* T1p(d* + a1) — o2sin(0* + @) Tap(d* + ag)]2
2(01’[91 + 02192)

=0
The last equality comes from equation (12

Since these formulae are the true achievement of our method, we plotted two ofithamdy in
Figure 1. As Garman pointed out in [1], it is worth noticing that spread options exhibit the unusual
feature of negative vegas. Indeed it is not very common that the price of a derivative product decreases
when the volatility of the underlying increases. Here is an heuristic argument for that: imagine that
the two assets are highly correlated so that the value of the spread is very likely to stay (for instance)
out of the money. The corresponding price is expected to be low. Suppaiecreases, the spread
increases its variance, the spread increases its probability of being in the money and therefore the
price of the option increases. The reader can also checlgtkia0. This phenomenon has the same
rationale, as the correlation increases, the variance of the spread decreases.

6. NUMERICAL PERFORMANCE

6.1. Approximation Error. In order to illustrate the accuracy of our approximation, we present the
result of a Monte Carlo analysis in the case of the geometric Brownian motion. We fix the values of
the parameters of the marginal dynamical equations according to Table 1, and we vary the values of
the correlation coefficient and of the strike/{. Results are reported in Table 2. As we can see the
agreement is excellent. This strongly supports our formula, the price to pay is extremely cheap since
we only need to compute numerically a zero of a given function. This is done very efficiently by a
Newton-Raphson method. The computation time is immediate.

We plot the relative error between our approximation and a Monte Carlo simulation against the
volatility parameters and against strike/correlation in Figure 2. On the right panel, we clearly see
the bias of our lower bound when both volatilities are very high. On the contrary, on the left panel,
we observe an increase of the relative errofikabecomes large but the peaks are either negative or
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FIGURE 1. Left: Price sensitivity with respect tg, for different volatilitieso; and
o2; herep = 70%. Right: Price sensitivity with respect to the correlation for different

strikes and correlations; hese = 20% andos = 10%.

positive, which means that we see the error due to Monte-Carlo and not the bias of our approximation.

Asset 1| Asset 2
T 100 110
q 2% 3%
oc| 15% 10%

TABLE 1. Model data together with= 5% andT" = 1.

6.2. Comparisons with Bachelier's and Kirk's Approximations. Let us now compare our for-

mula with these two other models. As we have already pointed out, the main interesting feature of
our model comes from the easy computation of the Greeks which in turn gives sensible hedging port-
folios. The Kirk’s formula (and also the Bachelier's formula) also gives rise to two deltas and we can
therefore see how the two hedging strategies perform along a given path (or scenario.)

To this end, we estimate the standard deviation of the tracking error for both models. What we
call tracking error is the difference between the payoff of the option at maturity and the value of
the discretely re-balanced replicating portfolio. In Figure 3, we plot the standard deviation of the
tracking error against the number of re-hedging times in log-scales. Those are typical examples:
in most cases the agreement between Kirk's model and the lower bound is very good but in some
cases our lower bound performs much better. In any cases, these two models clearly outperform the
Bachelier's model. The reason is that the Bachelier's model is a one-factor model that cannot capture
the whole structure of the true two-factor model we are dealing with.
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P 1 0.5 0 0.3 0.8 1

29.656 28.994 28.381 28.070 27.770 27.754
-20 29.653 28.995 28.381 28.069 27.770 27.754
29.656 29.442 28.773 28.311 27.790 27.754
21.868 20.904 19.888 19.270 18.381 18.244
-10 21.867 20.907 19.892 19.271 18.382 18.244
21.868 21.129 20.200 19.516 18.431 18.244
15.133 13.917 12.523 11.561 9.632 8.821
0 15.133 13.914 12.525 11.559 9.632 8.821
15.133 13.917 12.523 11.561 9.632 8.821

12.244 10.956 9.445 8.367 5.967 4.454
5 12.242 10.953 9.442 8.366 5.968 4.454
12.244 11.068 9.601 8.542 6.148 4.454
7.521 6.242 4.744 3.679 1.342 0.049
15 7.521 6.243 4.743 3.678 1.344 0.049
7.521 6.574 5.202 4.188 1.858 0.049
4.201 3.129 1.961 1.219 0.103 0.000

25 4.203 3.129 1.962 1.220 0.105 0.000
4.201 3.680 2.718 2.062 0.926 0.000

TABLE 2. The number appearing in italic in the center of each box is the result of
a stratified Monte-Carlo computation with 100,000 trials, the number on top is our
lower bound approximation (20), the improved upper bound appearing at the bottom.
We used bold faces when the lower bound and the upper bound are equal to the true
value. The values of the parameters used for these runs are given in Table 1.

Note also that from these plots it isipossibleto see that the hedging strategy induced by our
formula is merely sub-replicating!

7. IMPLIED CORRELATION

7.1. A Tractable Jump-Diffusion Model. We are now going to show that our previous result can fit

in the more general case of a jump-diffusion process. The process we are looking at is often referred
as the Merton’s jump model in the financial literature. In the same spirit, we allow for jumps in the
risk-neutral dynamics aof; and.Ss.

dSi(t)

(21) Si(t—) ~ (r — @i = Xipti = Mopto)dt + oidWi(t) + (€7D — 1)dN; (t) + (7 — 1)dNy (t)

where Ny, N1 and N, are three independent Poisson processes with intekgity; and A,. They
are also independent &, andW;. (J;(t))+>0,i=0,1,2 iS @ sequence of independent Gaussian random
variables(m;, s?). We will often need the following quantities

. 2
i = €Mtz .,
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FIGURE 2. Relative errors between our approximation (20) and Monte-Carlo. Data
are in given in Table 1.
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FIGURE 3. Behavior of the tracking error as the number of re-hedging times in-
creases. The model data are= 100, x5 = 110, 01 = 10%, 02 = 15% andT = 1.
p=0.9, K =30 (left) andp = 0.6, K = 20 (right).

We introduced three Poisson processes for the sake of generality but we shall consider two special
cases. The first case )y = Ay = 0. This case would be more appropriate in the context of
equity markets where the jumps (generally downwards) account for the sudden moves of the whole
market. In such a case the jump component can be taken as being the same for each stock in a first
approximation. A second case of intereskis= 0. This is more realistic in the case of spark-spread
options in the energy markets where the two components of the spread are gas and electricity future
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contracts. They come from very different markets and the sudden jumps in the price dynamics have
no reason for being correlated and we can take them independent.

By a simple use of &'s formula, we get the integrated price dynamics
No(T) N;(T)
Si(T) =ziexp | (r—q; — 02/2 — Xopo — Nipws)T + o Wi( Z Jo(k Z Ji(k

Given Ny(T'), N1(T) andN»(T'), S1(T") andS2(T) will still have the log-normal distribution so
that our lower bound can be computed.

Proposition 19. If we denote byj(x1, x9, 01,02, p) our lower bound computed with log-normal
distributions, the price of the spread option in Merton’s model is

oo o0 0

. (MT) /\ T) (AT
(22) ﬁ]umps: )\1+/\2+)\3)T§ § :2 : 1 'Q'k'( 3 ) p($1,$270'170'2,p)
tlj
=0 j=0 k=0

with
. 2 2
) ‘,L.le*(>\0H0+/\1#1)T+1(m1+31/2)+k(m0+80/2)

Ty = :L"ge*(’\Woﬂwz)Tﬂ(m2+s§/2)+k(m0+sg/2)
o1 = \/a%+(z's§+ksg)/T

o = \/O'% + (js3 + ks3)/T
5 = po10a + ks3 /T
Vol + (isi +ksg) /T\/03 + (js3 + ksg) /T
Proof. Formula (22) is obtained by conditioning on the numbers of jutip&l”’), N1(7") and No(T')

prior toT and by computing simple Gaussian integrals to derive the values of the parameters
01, 02, andptousein (22).

7.2. Implied correlation. As a simple illustration the tractability of our method, we compute the
implied correlation in this model. It is well-known in the one-dimensional case that jumps in the
stock price dynamics give rise to the so-called volatility smile. In other words the volatilities that
need to be plugged in in the Black-Scholes’ formula to give the observed prices vary when strike or
time-to-maturity change. In our case, we compute the price of spread options for different strikes
and maturities when the underlying model is a jump-diffusion one. Then, we look for the correlation
parameter that would give the same price. Note that we have here to decide with which volatility
parameters our trader is inverting our formula. Since we have assumed that he is pricing spread
options without knowing that the underlying process has jumps, it is not fair to assume that he has
access to the parameters ando,. However, we can assume that he has observed the stock prices
and that he can estimate the variance of their log-return based on these data. In the case when there
were no jumps, this would lead to an unbiased estimator of the volatility. He will therefore take

61 = \Jo? 4+ No(s + m3) + Ai(s? + m?)
as inputs in his pricing formula.
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We plot the implied volatility in Figure 4 and the implied correlation 5 for a given set of data
(Table 3). Itis interesting to note that the two cases we are considering lead to two radically different
correlation smiles.

Independent jumps have the tendency to decrease the implied correlation for out-of-the-money
options. At-the-money options have a relatively constant implied correlation. Note that since the
two jump processes we are adding are independent and independent of the Brownian motions, they
tend to decrease the correlation between the two assets. Let us now look at the term structure of the
implied correlation. It is increasing in maturity for both negative strikes and positive strikes whereas
it is relatively constant for small strikes.

On the other hand, simultaneous jumps tend to increase the implied correlation for out-of-the-
money options. The implied correlation for at-the-money options is extremely flat is it should. The
implied correlation also exhibit a very different term structure behavior as it is decreasing for both
negative strikes and positive strikes. Like in the previous case it flattens for long maturities.

The volatility and correlation structure is consistent with that found by Mbafeno in [5] in the case
of independent jumps, which is reasonable to assume here as we have already argued. The implied
correlation is computed there, following Shimko, via
2 2 2
A Jspread - Ul,imp - U2,imp

201,imp02,imp
whereo),,.qq iS the volatility of the spread (computed through the historical variance of the spread)
andoy imp, 02.4mp are the implied volatilities of each of the assets. With the data given in Table 3,
such an implied correlation for a spread option with matufitgnd strikeK would be given by

pA(K’ T) _ U?pread - O-%,imp(xQ - K, T) - U%,imp(xl + K, T)
201,imp(x2 — K, T)O’27imp(.’L’1 + K, T)
As we can see in Figure 6, this clearly underestimates the implied correlation (in a jump-diffusion
world) but has a similar time-to-maturity structure for deep in- or out-of-the-money spread options.

Asset 1| Asset 2
T 100 100
o 15% 10%
A 0.2 0.01
m | -0.04 -0.03
s> | 0.01 0.01
o | 15.75%)| 10.05%

TABLE 3. Model data together with = 70%, » = 5% and Xy = 0.

8. CONCLUSION

This paper discussed a new pricing paradigm for spread options. The originality of this article
relies on the introduction of this new algorithm to compute accurate prices for options written on the
difference of two underlying indexes. We compared the performance of our algorithm to some of the
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FIGURE 4. Implied volatility smile for a call option on the first asset (left) and on
the second one (right.) The data are given in Table 3.

0.7

|
120

0.762

0.76

0.758

ion

Implied Correlati

0.756

0.754

— 0.5 year

=== 0.67 year

== 0.83 year
- 1 year

w2 years

o
o
o

=
o
T

Implied Correlation

0451

0.4

06K
L

— 0.5 year
=== 0.67 year
== 0.83 year
—= 1 year

2 years

FIGURE 5. On the left panel: implied correlation smile for a spread option in the
case of perfectly correlated jumps. The data are given in Table 3. On the right panel
is the case where the jumps are independent. In thatgase0.2, mg = —0.1 and

so = 0.01.

popular existing methods, both from a numerical and an analytical points of view. The advantages of
our method are clear: its implementation is easy, run time is short, and its results are very accurate.
Moreover, along with the price we can easily compute all the sensitivities, so that hedges and expo-
sures are precisely known. In fact, all the hedging techniques derived from the Black-Scholes’ for-
mula can be implemented in our framework. Finally, unlike with the other approximations (whether
they are numerical or analytical) we always know on which side of the true price we are.
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FIGURE 6. Comparison of Shimko’s implied correlation with our jump-diffusion
implied correlation in case of a positive strike (left) and a negative one (right).

As an added bonus, our formulae lead to efficient computions of implied quantities such as volatili-
ties and correlation so that one is now able to build more complex models (stochastic volatility and/or
correlation, jumps). These improved models will hopefully better fit the market reality. We believe
that a numerical study of the implied correlation based on our results can lead to a better understand-
ing of this quantity.

Finally, we would like to mention some possible extensions of our results. Our method can clearly
be generalized to the case of an option on a linear combination of assets (basket, rainbow options
...) or any linear combination of prices of a single asset at different times (discrete-time average
Asian option for example.) Such extensions would provide efficient algorithms to compute prices and
hedges for these options.
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