HEDGING IN PARTIALLY OBSERVABLE MARKETS

SIMON BRENDLE AND RENE CARMONA

ABSTRACT. This paper deals with optimal control problems appearing in pricing and hedg-
ing theories when financial market models are incomplete. We use exponential, power and
logarithmic utility functions and in each case, we derive probabilistic representation formulae
for the value function of the classical Merton problem whether or not the portfolio includes a
contingent claim written on some of the non-tradable factors, value functions crucial in indif-
ference pricing. These formulae become inequalities when the contingent claims also depend
on the tradable instruments. We work in the full generality of non-Markovian dynamics,
and since we cannot rely on the derivation and the analyzes of Hamilton-Jacobi-Bellman
equations, we rely exclusively on probabilistic arguments. The importance of the general-
ization to the non-anticipative case is illustrated with the discussion of partially observable
markets. We show that their analyzes can be reduced to the analyzes of fully observable non-
Markovian market models, and we use the results of the first part of the paper to compute
the value functions in some conditionally Gaussian models.

In each of the market models considered in the paper, we analyze the mean-variance
hedging problem with the tools developed to compute the values functions.

1. Introduction

Merton’s problem is a classic of the quantitative theory of financial markets. Its solution
highlighted the importance of stochastic control in financial applications. Recently, a renewal
of interest in this problem was created by progress made in the understanding of incomplete
market models, and especially the developments in the theory of indifference pricing first
introcuded by Hodges and Neuberger in [10] (see for example [6, 14]), and entire research
programs are devoted to computations of the value functions of all sorts of optimal portfolio
problems. The reader interested in an exhaustive overview of indifference pricing is referred
to [2]. This paper is concerned with the computation of the value functions of stochastic
control problems with partial observations. The motivation is twofold. Firstly, we want to
gain a better understanding of pricing and hedging when some of the economic factors cannot
be observed. See for example [4] for an example from the energy markets. Secondly, we try
to understand the robustness of economic models with possible misspecifications, like those
discussed in the recent works of Hansen and collaborators on robustness. See for example
[11] and the references therein.

Most results in this area rely on the analysis of Hamilton-Jacobi-Bellman equations derived
from the dynamic programming principle [1, 7]. These non-linear partial differential equations
do not always have solutions in the classical sense. The theory of viscosity solutions (see
for example [7]) was invented in part to overcome this difficulty, but its technical nature is

Date: June 24, 2004.



2 SIMON BRENDLE AND RENE CARMONA

regarded as an unnecessary overkill by many financial engineers and mathematicians. Besides
this issue of taste or background, one of the disadvantages of this approach is the fact that
it requires the factor dynamics to be Markovian. This is especially constraining in the case
of partially observed models. Indeed, in order to remain in the Markovian setting, one needs
to take a filtering point of view and replace the unobserved factors by their conditional
distributions (the so-called filters) and rely on the Zakai and Kushner equations to preserve
the Markov property. So in this approach, the existence of unobservable factors transforms
the original finite dimensional optimal control problem into an infinite dimensional one. In
particular, the Hamilton-Jacobi-Bellman equation is a non-linear partial differential equation
in infinite dimensions! See for example [12] and [4].

We show in Section 3 that a simple conditioning argument can be used to replace the
original finite dimensional control problem with partial observations by a control problem
with full observations and the same dimension. However, the coefficients of this new control
problem depend on the past of the observed factors, even if the original dynamics were
assumed to be Markovian. This prompted us to extend the results of the partial differential
approach to the more general case of non-anticipative dynamics. We use ideas from the
duality approach successfully implemented in [5] and thoroughly reviewed in [15] to identify
the candidates for optimal portfolios and changes of measures, and we use direct probabilistic
computations to derive formulae for the value functions. It is known from [14, 9, 3] that these
formulae ought to be exact when the terminal wealth include contingent claims written on
the non-tradable factors, but that only bounds can be proven when these claims also depend
upon the tradable factors [16]. We extend these results to the general non-anticipative setting,
and we prove that value function probabilistic representations exist beyond the Markovian
framework.

Because mean-variance hedging [8] is very much in the same spirit as the hedging pro-
cedures exhibited in this paper, for each of the market models considered in the paper, we
analyze the mean-variance hedging problem with the tools developed in this paper to compute
the values functions.

After the completion of this work, we learned that M. Tehranchi proved independently
some of the results of Section 2 using different methods [17].

2. Hedging in Incomplete Markets with Full Observations
We consider a pair of stochastic process {Y'(t) : t > 0} and {S(¢) : t > 0} such that

(1) dY (t) = g(t) dt + h(t) AW (t)

(2) ol t)dt + /1= p2o(t) dW(t) U(i) dY (t),

where {W(t) : t > 0} and {W(t) : t > 0} are independent Wiener processes. We denote by
FY = {FY(t) : t > 0} and F¥*S = {F3Y(t) : t > 0} the natural filtrations of the processes
{Y(t) : ¢t >0} and {(S(¢),Y(t)) : t > 0} respectively. Equation (2) can be rewritten in the
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form
ds(t)
(3) W = o(t) (\(t) dt + dW5(t)),
provided we set
(4) W3(t)=pW(t)++1—p2WL(t) and \(t) = Mﬂ)@.

We assume that the processes {g(t) : ¢t > 0}, {h(t) : t > 0}, {A\(¢) : t > 0} are adapted
to the filtration {FY (t) : ¢ > 0}. For example, we could assume that g(t), h(t), \(t) are
deterministic functions of Y (¢) as we shall do to deal with the stochastic control problem
with partial observations which is studied in the second part of this paper. We also assume
that the asset {S(t) : t > 0} is traded while {Y(¢) : ¢ > 0} is not. We consider agents
investing in the traded asset only. The wealth process {X(¢) : t > 0} satisfies the stochastic
differential equation

(5) dX(8) = 0(t) Ugt) ‘;S(f) — O(8) A(E) dE + 0(t) AWS(2),

where 6(t)/o(t) denotes the amount of wealth invested in the risky asset. The portfolio
processes admissible considered admissible in this paper will be square integrable in the sense

that E{fOT |0(t)|? dt} < oo. Alternatively, we may write

dX(t) = X (t) n(t) Jgt) d;tt)) = X () w(t) ANt) dt + X (¢) 7(t) WS (),

where 7(t)/o(t) denotes the fraction of wealth invested in the risky asset.

2.1. The Optimal Control Problem. Throughout this section, we consider a contingent
claim written on the non-traded asset Y. Its payoff is modelled by a random variable &
which we assume to be fY(T)—measurable. Apart from European-style contingent claims,
this includes contingent claims with path-dependent payoff, such as Asian options or barrier
options. We assume that the investor’s risk preferences are described by a utility function.
We consider three cases which we treat separately: exponential, power and logarithmic utility
functions. In each case, we derive an explicit formula when the claim is underlied by the non-
traded asset Y. When the claim pay-off depends also upon the tradable asset, we derive an
upper bound for the optimal utility of the stochastic control problem.

Constant Absolute Risk Aversion. We first assume that the investor’s risk preferences
are modelled by the exponential utility function U(x) = —exp(—yx). According to the
martingale representation theorem, there exists a process {6*(¢) : 0 <t < T'} adapted to the
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filtration {FY (t) : 0 <t < T} and such that

exp ( -3 /0 C(0 - (- )0 awe) - T /0 C0-v1- 2 em) dt)
exp (= (1= €= [N A0 ~ § [T N0t
B exp (= (=€ o AW (0 - T 302 ar) b

Then, we define a process {Z(t) : 0 <t < T} by
1 [ \/1 —
Z(t) = exp<p/ Aw) dW (u / ) dWSt (u)
0

11 /¢ 1—p
6 —== [ Au)*du+
©) 2% Jo (w? p* Jo

for all 0 <t < T, where we set:

WL () = /1= P2 W (t) — pW(2).
Notice that, as defined, the process {W (¢ ) : 0 S t < T} is a Wiener process independent
of {W9(t):0 <t <T}. A straightforward computation gives:

* 1 21_:02 ! * 2
9 (u)A(u)dufgfy e /00 (u)” du

Lemma 1. Let {X*(t) : 0 <t < T} be the wealth process associated to the portfolio process
{0%(t) : 0 <t <T}. Then we have

X' (T)+&=x— i log Z(T') — i ] —1p2 logE{ exp(—'y(l —pA)¢

T T
(7) ) )\(t)dW(t)—% A(t)th>}.

0 t
Since B{Z(T) X*(T')} = x, this implies

®)  E{Z(T)log Z(T)} + vE{Z(T) &}

S ! logE{exp(—’y(l—p2)§—p/T/\(t)dW(t)—;/OT)\(t)2dt>}.

Whenever {6(t) : 0 <t < T} is an admissible portfolio process, the corresponding wealth
process {X (t) : 0 <t < T} satisfies

E{ exp(— (X(T) + ) |F*(8)} = exp (— v X(t) = B{Z(T) log Z(T)} — vE{Z(T) £}).
Indeed, using the identity E{Z(T) X(T)} = X(t), and Jensen’s inequality, we obtain
E{ exp(—y (X(T) + &)} = E{Z(T) exp (— 7 X(T) —log Z(T) - 7€) }

> exp (—yE{Z(T) X(T)} - E{Z(T) log Z(T)} — vE{Z(T) ¢})
(9) = exp (-2 —E{Z(T) log Z(T)} —vE{Z(T)&}).
Furthermore, if we put 6(¢) = 6*(t), then the equality sign holds.
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The value for the optimal control problem considered in this subsection is

(10) V(z) =supE{ — exp(— (X(T) +¢€))},

where z denotes the initial capital. Recalling the lower bound (9) together with the equality
holding when 6(t) = 0*(t), we have proved the following result

Proposition 1. The value function V(x) defined in (10) is given by
(11) V(z)=—exp(—yz—E{Z(T) log Z(T)} - vE{Z(T)})

or, equivalently by

(12) V(a) = - exp(-r 0] exp (=7 (1= )= [ B / TA(tfdt) }

In particular, for £ = 0, we obtain

1
1—p2

(13)  V(z) = —exp (—m«)E{ exp ( _ p/OT)\(t) AW (1) — % /jx(ﬂ%)} ,

which together with (12) proves that the indifference price of £ is given by:

M <E{exp(—p/OT ) dW (1) — ;/OT A(t)2dt>}
—E{exp(—'y(l—pz){—p/OT)\(t)dW(t)—;/OT/\(t)th)})

This formula extend to the non-Markovian case the results obtained in [14, 9, 3] with various
degrees of generality.

Suppose now that the contingent claim is now assumed to depend upon both the traded
and the non-traded asset. This means that we assume that the random variable ¢ is 7Y (T)-
measurable instead of FY (T)-measurable. In this case, we do not have an explicit formula
for the value function, but in the spirit of the bounds derived in [16], we can still derive an
upper bound.

Lemma 2. Let {X(t): 0 <t < T} be the wealth process associated to an admissible portfolio
{6(t) :0<t<T}. We have

(14)  Efexp(—y(X(T)+&)} = exp (— vz —E{Z(T) log Z(T)} — vE{Z(T) &}).
Proof. Using the martingale identity E{Z(T) X (T')} = x, and Jensen’s inequality, we obtain
E{ exp(—7 (X(T) +€)} = E[{Z(T) exp (— 7 X(T) ~ log Z(T) — 7€) }
> exp (- v E{Z(T) X(T)} — E{Z(T) log Z(T)} — 7 E{Z(T)£})
— exp (— v — E{Z(T) log Z(T)} — v E{Z(T)£}).

This proves the assertion. N
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Therefore, the maximal expected utility satisfies the upper bound
(15) V(z) <exp(—va—E{Z(T) log Z(T)} — yE{Z(T)&}).

Constant Relative Risk Aversion. We now assume that the investor’s risk preferences
are given by a power-law utility function of the form U(z) = 27 for some 0 < v < 1. By
virtue of the martingale representation theorem, we can find a process {7*(t) : 0 <t < T'}
such that {7*(t) : 0 < ¢t < T} is adapted to the filtration {FY (t): 0 < ¢ < T} and

exp ( - j)/OT (A®) ~ (1 =5+ )7 (0)) dW (1) — ;/T (A - (1 =7 +70) w*(t))Qdu)
exp (]Q fOT A(t)dW (t) + & o fOT A(t)? dt)
IE{ exp <1ny Jo MA@ AW (1) + 3 12 [ At)? dt) }

Furthermore, we define a process {Z(t) : 0 <t < T} by

= ex —1 t U n — 17_'02 tw*u SLu
(1) = p( > [ aw + 0= YV [ wawsw)

11 t 1— 2 t

B O o TG ) /ﬂ*(u))\(u)du
2 p° Jo = Jo
1 1— 2 t

g gplor /W*(U)Qdu> 0<t<T
2 p= Jo

A straightforward computation shows that:

Lemma 3. Let {X*(t) : 0 < t < T} be the wealth process corresponding to the portfolio
process {m*(t) : 0 <t < T}. Then we have

= ! 1 T P
X*(T) = .CUZ(T) 117E{ exp <W/ )\(t) dW(t) + = I )\(t)z dt>} 1t~ p '
L=9Jo 21—~/
In particular, since E{Z(T) X*(T)} = x, this implies

E{Z(T) 75} = E{ exp <1W7 /OT A AW () + = ! A(t)?2 dt> }*

21—=vJ
Note that, by the martingale identity E{Z(T) X (T')} = = and Hoélder’s inequality, we have
E{X(T)"} < E{Z(T) X(T)}" E{Z(T) 77 }17
= X(t) B{Z(T) T3},
with equality when 7(t) = 7*(¢). Hence, if we define the value function V' (z) by
V(e) = sup E{X(T)},

the above computations proved:
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Proposition 2. The optimal utility V(x) is given by

V(z) = 2" E{Z(T) T}

or, equivalently,

V(z) = :ﬂE{ exp <1'Y_p7 /OT MO AW () + = OT ()2 dt) } et

Remark: Case of a more general claim.

As before, we can also consider the case of a contingent claim whose payoff is a non-negative
FSY(T)-random variable €. As in the case of the exponential utility function, we derive an
upper bound similar to (15). Indeed, using the martingale identity E{Z(T") X (T)} = x and
Holder’s inequality, we obtain

E{(X(T) +1)"} <E{Z(T)(X(T) +n)} E{Z(T) 7}~
= (X(t) + E{Z(T)n} E{Z(T) = }'7,
which proves that the value function satisfies the upper bound
V() < (x+E{Z(T)€}) BE{Z(T) 77 }' 7.

Logarithmic Utility Function. If the investor’s risk preferences are modelled by the utility
function U(z) = logz, we define the portfolio process {7*(t) : 0 < ¢t < T} by 7*(t) = A(t)
and the process Z by

t 1 t
Z(t):exp(—/ AMu) [pdW (u) + /1 — p2 dW(u 2/ )\(u)2du> 0<t<T
0 0

Direct computations give

Lemma 4. Let {X*(t) : 0 < t < T} be the wealth process corresponding to the portfolio
process {m*(t) : 0 <t < T}. Then we have

XHT) = 2 2(T) 7,
and hence

E{log X*(T')} = logz — E{log Z(T)}.

If {X(t):0 <t <T} is the wealth process associated to a generic admissible portfolio
{m(t) : 0 <t < T}, using the martingale identity E{Z(T) X (T')} = = and Jensen’s inequality,
we obtain

Eflog X(T)] = E[log(Z(T') X(T))] — Ellog Z(T)]
< log EIZ(T) X (T)] - Eflog Z(T)]
— log X (1) — Eflog Z(T)],
with equality when 7(t) = 7*(¢). So, if we define the value function V (z) by
V(z) = sup E{log X (T')},

then we proved
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Proposition 3. The value function V(x) is given by

T
V(z) =logz — E{log Z(T)} = logx + ;E{/O A(t)th}.

Remark. As before, we can prove a one-sided inequality when the contingent claim is only
assumed to be F%Y(T)-measurable. Indeed, using the martingale property of {Z(t) X(t) :
0 <t < T} and Jensen’s inequality, we obtain

Eflog(X(T) +n)} = E{log(Z(T)(X(T)+n))} — E{log Z(T")}
log E{Z(T) (X(T') +n)} — E{log Z(T)}

= log(X(t) + E{Z(T)n}) — E{log Z(T)},
which implies that the value function satisfies the upper bound

(16) V(z) < log(z + E{Z(T) ¢}) — E{log Z(T)}.

IN

2.2. Mean-Variance Hedging. We now assume that the investor’s risk preferences are
modeled by the mean-variance principle. Hence, the investor aims to minimize the variance

E{X(T)*} - E{X (D)}
subject to the constraint E{X(T")} = y where y is a fixed positive real number.

By virtue of the martingale representation theorem, we can find a process {7*(t) : 0 <t <
T} such that {7*(¢) : 0 <t < T} is adapted to the filtration {F¥ (¢): 0 <t < T} and

exp ( - ;/OT (A0 + (1 —20%) 7 (1)) aw (1) - % p12 /OT (A®) + (1 207 (1)’ dt)
exp ( —2p [TA@) AW (1) — [T A(t)? dt>

- IE{ exp ( —2p [TAN@) AW (1) — [T A(t)? dt> } |

Furthermore, we define a process {Z(t) : 0 <t < T} by

Z(t) = exp ( _ /1) /O Aw) dW () — le_p2 /0 () AWSL ()

11/t 5 1_p2/t 11_p2/t 9 >
—— = | Mw)du-— 7 (u) Mu) du — = 7 (u)* du 0<t<T.
5 | Mwrdu— 1 s 52 [

Lemma 5. If the wealth process {X(t) : 0 < ¢t < T} associated to an admissible portfolio
{m(t) : 0 <t <T} satisfies E{X(T')} =y, then we have

BIX(T)") ~ BIX(D)P 2 grm—
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Proof. Using the martingale identity E{Z(T") X(T')} = x and the constraint E{X(T")} = vy,
we obtain

E{X(T)?} — E{X(T)}? > 2E{ <a + (2 — ) Z(T) E[Z(T)Z]*l) X(T)}

—E{(a+(@—a)Z(T) E[Z(T)Q]_1>2} —
=2ay+2(x—a)rEB{Z(T)*} ' —a? — (22 — ) E{Z(T)*} ! — 4>
= (- a)’E{Z(T)*} '~ (y — o)’

for all real numbers «. Hence, if we choose

_yE{Z(T)*} —=

- E{Z(T)?} -1
we obtain
2y 2 (y —x)?
B(X(T)") ~E(X(D)Y’ 2 g @

Direct computations prove
Lemma 6. Let « be a real number, and let {X*(t) : 0 < t < T} be the solution of the
stochastic differential equation
1 dS(t)
dX*(t) = (X*(t) — ) — =
(5 = (X*() =)= (0) ;5 g

with the initial condition X*(0) = x. Then we have

X*(T) = a+ (z — a) Z(T) E{ exp < — 2 /OT A(t) dW (t) — /OT A(t)? dt> } =5 .
In particular, since E{X*(T)} = x, we must have
E{Z(T)2} = E{ exp ( 9 /OT MO dW (1) — /OT AE)? dt) }_ =

Lemma 7. Let o be a real number, and let {X*(t) : 0 < ¢t < T} be the solution of the
stochastic differential equation

* % X 1 dS(t)

dX*(t) = (X*(t) =) 7 (t)ﬁm

with the initial condition X*(0) = x. Then we have
X*(T)=a+ (z—a)Z(T)E{Z(T)*} .

In particular, we have

E{X*(T)} = a+ (z — ) E{Z(T)*} "
and

E{X*(T)*} — E{X"(])}* = (x — )’ E{Z(T)*} " — (z — o)’ E{Z(T)*} .
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Proof. Using the relations

1
2

XD =at(@=a) Z(T)E{ exp ( ~ 2 /OT A(E) dW () — /OT A(t)? dt) }

E{Z(T)2} = IE{ exp ( 9 /OT N8 dW (1) — /OT @) dt) }_ ,

X' (T)=a+(z—a) Z(T)E{Z(T)z}_l.
From this it follows that

and

we obtain

E{X*(T)} = a+ (z —a)E{Z(T)*} "}
and
E{X*(T)*} —B{X*(T)}* = (z — )’ B{Z(T)*} ! = (z — )’ B{Z(T)*} . n

Hence, if we choose
_yE{Z(T)*} ~=
- E{Z(T)*} -1

then we obtain
E{X*(T)} =a+(z—a)E{Z(T)*} ' =y
and

BLX (1)) - B(XC(DF = (o - @ B2} - (o - aP B2} 2 = o 0o

2

We now define the mean-variance value function by
V(z,y) = mnf E{X(T)*} - E{X(T)}",

where the infimum is taken over all portfolio processes with initial capital x and prescribed
expected return E{X(7")} = y. Then we obtain the following result:

Proposition 4. The mean-variance value function is given by

(=)
V) = grzmm =1

or, equivalently,

Ve = -2 (8 e (=20 [0y - [ xora) } )

We now consider a contingent claim with payoff given by a 7Y (T)-measurable random
variable 7. For every real number x, we define the minimal replication error by

Ry(z) = inf E{(X(T)) — n)*},

where the infimum is taken over all admissible portfolio processes {6(t) : t > 0} with initial
capital x.
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Proposition 5. The minimal replication error Ry,(x) is smallest for x = E{Z(T')n}.

Proof. This is a special case of a general result of M. Schweizer. In this special situation, we
can give a direct proof based on Lemma 7. Let us start with

1 dS(t)
dX(t) =0(t) — ——~
(t) = 0(t) o) S
with the initial condition X (0) = x. Furthermore, let {X™*(¢) : 0 <t < T'} the solution of the

stochastic differential equation

dX*(t) = X*(8) 7 (8) 02) ds(tt))
with the initial condition X*(0) = E{Z(T")n} — =, so that
X*(T) = E{Z(T)n} —= Z(T).

E{Z(T)*}
Then the sum {X(¢) + X*(t) : 0 <t < T} satisfies the stochastic differential equation

with X (0) + X*(0) = E{Z(T') n}. From this it follows that
E{(X(T) —n)*} = B{(X(T) + X*(T) — n)*} = 2E{X*(T) (X(T) + X*(T) — )} + E{X*(T)}*
—x)?
—B{(X(T) + X°(T) — )y + EZD 1) 1)

E(Z(T)7)
E{Z(T)n} *
_QWE{Z( ) (X(T) + X*(T) —n)}
_x2
E{(X(T) + X*(T) — )2} + D M)

E{Z(T)*}
Hence, if we take the infimum over all portfolio processes {6(t) : 0 <t < T}, then we obtain
(B{Z(T)n} — =)*
E{Z(T)*}

Note that we do not need to assume that the infimum is attained. From this the assertion
follows immediately. W

Ry(x) = Ry(E{Z(T) n}) +

3. Optimal Hedging in Partially Observed Markets

We now consider the case of dynamics driven in part by factors which cannot be observed.
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3.1. The Model. As before, we consider a pair of stochastic process {Y(¢) : t > 0} and
{S(t) : t > 0} whose dynamics are given by (1) - (4), but we now assume a specific form for
the coefficients of the stochastic differential equations which could depend on the whole past
in the previous section. We assume that the coefficients of (1) are of the form

9(t) = g(Y(1),t) + o(Y(£),1) C(t), and  h(t) = h(Y (t),1),
those of (2) of the form

p(t) = p(Y (8),t) + (Y (2),8) C(t), and o(t) =a(Y(),1),
and the term A(t) of (3) is of the form

e(Y'(1).1)
h(Y (1))

where as before, ¢ > 0 and that h > h for some strictly positive constant h. The process
{¢(t) : t > 0} is assumed to satisfy a stochastic differential equation of the form

d¢(t) = p(Y (), (), t) dt + q(Y(t),¢(t), 1) dB(t)
and {B(t) : t > 0} is a Wiener process independent of {W (t) : t > 0} and {W(¢) : t > 0}.

A(t) = A(Y'(t),£) dt + p ¢(1),

The thrust of this section is the fact that the process {((¢) : t > 0} is unobservable. There-
fore, the investor’s decisions must be based solely on the past observations of the processes
{S(t) : t >0} and {Y(¢) : t > 0}. This means that the portfolio processes {#(¢) : t > 0} and
{n(t) : t > 0} must be adapted to the filtration {F>Y (t) : t > 0}.

Since the process {¢(t) : t > 0} is not necessarily adapted to the filtration {F%Y (¢) : t > 0},
it is natural to introduce the conditional expectation of §(t) conditional on the o-algebra
FSY (1), i.e.

¢(t) = E{C()IF>Y (1)}
By construction, the process {((t) : t > 0} is adapted to the filtration {F>Y (¢) : ¢ > 0}. In
the present situation, it is not hard to see that the process {C(¢) : t > 0} is adapted to the
filtration {FY (¢) : t > 0}. In other words, the best guess for 6(¢) depends only upon the past
observations {Y (u), 0 < u < t}. The past observations {S(u), 0 < u < t} are of no use for
the filtering problem. To see this, we use the identity
FIY(t) = o{Y (u), WH(u);0 < u < t}.

Since the o-algebra o{¢(u),Y (u); 0 < u < t} is independent of the g-algebra o{W(u); 0 <
u < t}, we obtain

{(t) = E{¢C(t)| 7Y (1)}
= E{¢(t)|o{Y (u), W (u); 0 < u < t}}
=E{(#)|o{Y (u) : 0 <u <t}}
= E{¢(1)|F" (1)},

which proves our claim.
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3.2. Reduction to the Full Observation Case. Let us define a probability measure P by
dP To(Y(1),1) : L (T o(Y(t),t)? 22
—_— = — t)—C((t)dW(t) — = ———=(C(t) = C(t))"dt |.
o (- [ g e -conav -5 [ AT g0 - o)
Furthermore, we define the process {W(t) : 0 <t < T} by

=m0

It follows from Girsanov’s theorem that {W(t) : 0 < t < T} is a Wiener process relative
to the probability measure P. Moreover, this same theorem tells us that the dynamics of
{Y(t):0<t<T} and {S(¢) : 0 <t < T} under the probability measure P are given by

dY (t) = (9(Y (£),8) + (Y (), ) C(¢)) dt + h(Y (¢),£) AW (1)

and

(17) ‘f(g:;) =o(Y(£),) AV (1), 5) +p "]‘;gg;g (@) dt+ S ()
provided we set

(18) WS (t) = pW(t) + 1 — P2 W(t)

For the sake of convenience we introduce the notation
- Lo(Y (u),u) 2 - 1 (" o(Y(u),u)? 2 N2
H(t) = exp (/0 W (C(u) = ¢(u)) dW (u) — /0 W (C(u) = ¢(u)) du>
for all 0 <t <T. We have

T T
a(r) e ([ S0 @0 - o - [T - dopar)
o [T T
e ([ AT o - conawio + 5 [T 0 - doPar)
P
P

Notice that the random variable H(T) is not %Y (T)-measurable. However,
Lemma 8. The random variable H(T') satisfies

(19) E{H@t)|F3Y(T)} =1, a.s.

forall0 <t <T.

Proof. The process {H(t) : 0 <t < T} satisfies the stochastic differential equation

i 20,0 o i
AH (1) = 1) i (€)= 0y

which implies that

0-1= [ Hw m (CCur) — E(u)) dV (us).



14 SIMON BRENDLE AND RENE CARMONA

By definition of (u), we have
E{¢(u) = {(u)|F¥Y (w)} =0,

and since

we obtain R )

E{H(T) (¢(u) — C(u)|F>Y (u)} = 0.
Using the identity

E{H(T)|F*%Y (u)} = H(u),

we also get X X

E{H (u) (¢(u) = ((w)|F> (u)} = 0.
Since the o-algebra o{W (v) — W (u), Wt (v) = Wt(u); u < v < T} generated by the incre-
ments is independent of F5Y (u), we conclude that

E{H (u) (¢(u) = {(u))|F> (u) V o {W (0) = W(u), W (v) = W (u); u < v < T} =0.

From this it follows that

E{H (u) (¢(u) = {(w)|F¥Y(T)} = 0.
Therefore, we obtain

(Y () -
E{ [ 0 S (6w - ) i (w

fS’Y(T)} =0,

hence )
E{H(t)|F5Y(T)} = 1,
which is the desired result.

Let’s assume that the investor’s risk preferences are modeled by some utility function U.
Furthermore, let us also consider a contingent claim whose payoff at maturity T is given by
a random variable £. Naturally, we assume that the payoff depends only on the observable
variables. In other words, we assume that the random variable ¢ is %Y (T')-measurable. The
investor wants to find an admissible portfolio process {#(¢) : 0 < ¢ < T} which maximizes
the expected terminal time utility

T
E{U(+ /0 o() a(ygt), ) dss(%) +6)}

where z is the initial endowment. A portfolio process {0(t) : 0 < ¢t < T} is admissible if,
among other things, it is adapted to the filtration {F5Y () : 0 <t < T'}. This means that
the investor’s portfolio decisions must be based exclusively on the past observations of the
processes {S(t) : 0 <t <T}and {Y(t):0<t<T}.

The optimal utility for this problem is defined as

Viz) = supE{U(x + /OT 0(t) U(Y(lt),t) ds(it)) + 5)},
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where the supremum is taken over all admissibile portfolio processes {6(t) : 0 < t < T'}.
Our aim is to identify the optimal utility V' (z) with the optimal utility V' (x) of a stochastic
control problem with full observation. To this end, we define

N R r 1 dS(t)
20 V(z) = E<U o(t .
(20) (z) = sup { <x+/0 O o vm.8 50 +£>}
As before, the supremum is computed over all admissible portfolio processes {6(t) : 0 < ¢ <
T}. We have:

Proposition 6. The optimal utility V (x) coincides with V (z).

Proof. Let {6(t) : 0 <t < T} be an arbitrary admissible portfolio process . Since the process
{0(t) : 0 <t < T} is adapted to the filtration {}"S’Y(t) :0 <t < T}, the random variable

T
1
/ o(t) ds(t)
0 o(Y(t),t) S(t)
is F5Y(T)-measurable. Since the random variable ¢ is %Y (T)-measurable by assumption,
the random variable -
1 ds(t)
0(t) +¢&
|20 St st

is also F5Y (T)-measurable. From this it follows that

T
E{U(z+ /0 o) U(th),t) ds((tt)) +6)}

- I@:{H(T) U(:c+ /OTH(t) U(th),t) d;ét)) +5)}

- e /OT 50 7 56 )

R T
_E{U(ac—i—/o o(t) a(Ygt),t) dSS((t? +§)}.

Hence, if we take the supremum over all admissible portfolio processes {6(t) : 0 < t < T},
then the assertion follows. B

4. The Conditionally Gaussian Case

In this section, we look at a special case where the filtering problem can be reduced to a
system of finitely many stochastic differential equations. To this end, we assume that the
processes {Y(t) : 0 < ¢t < T} and {S(¢) : 0 < ¢t < T} satisfy the stochastic differential
equations

dY (t) = (9(Y (1), t) + (Y (), ) C(t)) dt + (Y (1), t) W (2)
and
L = (Y (), t) dt + /1 — p2o(t) dWE(t) + p(m

( dY(t)v
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where {W(t) : t > 0} and {W=(t) : t > 0} are independent Wiener processes. The second
equation can be written in the form
ds(t)

(21) S =Y ()\(Y(t),t) dt + p

p(Y(1),1)

08 C(t)dt + dWS(t)),

where
WYL e(Y ().
MY = 0@ TP .0

and where the Wiener process {W?9(t) : t > 0} is defined as before.

Furthermore, we assume that the dynamics of the process {((t) : 0 <t < T} are given by
d((t) = (a(Y (1), 1) + b(Y (), 1) C(t)) dt + q(Y (1), 1) dB(t),

where {B(t) : 0 < t < T} is a Wiener process independent of {W(t) : ¢ > 0} and
{W-=(t) : t > 0}. For these dynamics, we assume that the drift is affine in ¢(¢) and that
the diffusion coefficient is independent of {(¢). The latter implies that we are dealing with a
conditionally Gaussian model, and the latter are amenable to Kalman filtering theory which
we use next.

4.1. Equations for the Optimal Filter. We denote by ¢(t) and w(t) the conditional mean
and variance of ((t), i.e.

$(t) = B{C()| 75 (1)}
and
w(t) = B{(C(t) — C(0)*| 7Y (1)}

Following the classical presentation of the Kalman filter given in [13], one can prove that the
dynamics of these first two conditional moments are given by

d¢(t) = (a(Y (), 1) + b(Y'(2), 1) C(t)) di

(22) + h(Yé)t)g P(Y (1), ) w(t) (AY (8) = g(Y (£),8) dt — (Y (1), ) C(¢) dt)

and

(28)  dut) = (aV (D)0 + 2600 (1), 1) w(t) - W oY (1), 1 w(t)?) di.

4.2. Formulae for the Value Function. We are now in a position to compute the optimal
expected utility of terminal wealth

V(z) = sup E{U(X(T) + &)|F>Y (1)},

for the three most commonly used utility functions U already used in the previous section.
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The Case of Constant Absolute Risk Aversion. Suppose that the investor’s risk pref-
erences are given by a utility function of the form U(x) = —exp(—yz) for some v > 0.
We consider a contingent claim whose payoff is modelled by a FY (T)-measurable random
variable &, and we compute the optimal utility

V(z) = sup E{ — exp(—y (X(T) +¢))},
where the supremum is taken over all admissible portfolio processes {6(t) : 0 <t < T'}. To
this end, we replace V(z) by V(x) defined by

V(x) = sup E{ — exp(—y (X(T) +¢))}.
As above, the supremum runs over all admissible portfolio processes {6(t) : 0 <t < T'}. This
is a stochastic control problem with full observation. Its solution is given by

p(Y(1),1)
h(Y (t),1)

A~ A

V(z) = exp(—vyz) E{ exp < —7(1-p*)E— p/OT (A(Y(t),t) +p

1
e (Y (1),1) 2, \2 \ T
- = AY(t),t —————=((t)) dt .
5[ (0. + T o)
Note that, under the probability measure P, the dynamics of {S(t): 0 <t < T}, {Y(t): 0 <
t <T}%}, and {((t) : 0 <t < T} are given by

$()) ()

dY(t) = (g(Y(1),t) + (Y (t),1) ((t)) dt + h(Y (t), 1) AW (b),
Cf((tg) = o(Y(1),t) (\Y(®), D) dt +p *m C@ydt+awvs()),
where we use the notation (18) for W9, and
dC(t) = (a(Y (t),t) + b(Y (t),t) {(t)) dt + m w(t) dW ().

To simplify this result, it is convenient to introduce the probability measure P, defined by

Pr_ op < o .0+ 02X ¢y i

5 h(Y (t),t)
. .
_;pz/o (A(Y(t),t)+me(t))2dt>'

With this definition, the optimal utility can be written as

Vo) <o) B (2 (1) 65 09 [ (0000 S G0) ) |77

This formula is of the Feynman-Kac type and as such it is amenable to computations, either
by Monte Carlo methods or by numerical methods for partial differential equations. Notice
that, under the probability measure Py, the dynamics of the processes {S(t) : 0 < t < T}
and {Y (t) : 0 <t < T} are given by

4y (8) = (g(Y (1),1) = ph(Y (1), ) XY (8),8) + (1 = p) (¥ (1), 1) (1)) dt + h(Y (1), 1) ATV (1)
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and
B o0 (1= AN O e+ p - ) ELDD oy
+pdWi(t) + V1= 2w (1)),

where {Wi(t) : 0 < t < T} is a Brownian motion relative to the probability measure P;.
Moreover, the conditional expectation ((t) satisfies the stochastic differential equation

d(t) = (a(Y (t),t) + b(Y (1), t) {(t)) dt
+ W w(t) (dW1 (t) — pA(Y (8),£) dt — p? W () dt).

Constant Relative Risk Aversion. We now assume that the investor’s risk preferences
are described by the utility function function U(x) = z7 for some 0 < v < 1 and we compute
the optimal utility

V(z) = sup E{X(T)7},

where the supremum is taken over all admissible portfolio processes {m(t) : 0 <t < T}. As

before we can replace V' (z) by the optimal utility V(x) of a fully observable model, and the
value of the latter is given by

V(iz) =2 E{ exp (17_'07 /OT ()\(Y(t), t)+p ‘m é(t)) AW ()

1 T

gl ( :
315 ()\(Y(t),t) T D

where the expectation is taken under the probability measure P. To simplify this result, it is
convenient to define a probability measure Py by

d]fD . P T (P(Y(t)7t) ;
2o (1 /O (V000 S5 C0) )
2 2

1 2pr (T e(Y(t),t) »
ST e A (ORIt

With this definition, the optimal utility can be written as

~ - 1 vy 1947y
— K =
Viz)==x g{exp<21_’y -

~

—~~

o~

\'H~

SN—
T
—~
~
S~—

N——

[N}
IS
~

\_/

1—v

/ L0+ ;jgégg &)’ du) } s
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and, under the probability measure Py, the dynamics of the processes {S(t):0<t<T} and
{Y(t): 0 <t < T} are given by

dY (t) = <9(Y( ):t) + 7h( (@), 1) A(Y (2), 1)

+1_17_+,yws0(Y<t)7 t){(t ))du+h( (), ) dWa(t)
and
d5(t) L=y +7p 1—vy+vp% o(Y(t),t) 2
S~ YO0 (FE A @ de g Tl de

+ pdWa(t) + /1 — p2dW(t) )

where {Wa(t) : 0 < ¢t < T} is a Wiener process relative to the probability measure Po.
Moreover, the conditional expectation ((t) satisfies the stochastic differential equation

dG(t) = (a(Y (t),8) + b(Y (),0) C(¢)) dt

p(Y(?):1) 3
R T2O%) (t)(dW()Jr?)\( (t),t) dt +

hY
Logarithmic Utility Function. We next consider the logarithmic utility function U(z) =
log z. In this case, the optimal utility is

V(x) = sup E{log X (T},

vp* p(Y(t),1)
T— v, oW ).

where the supremum is over all admissible portfolio processes {m(¢) : 0 <t < T'}. In order to
derive a formula for V(z), we use the identity V(z) = V(x), where

V(x) = sup E{log X(T)}.

Again, the supremum runs over all admissible portfolio processes {m(t) : 0 <t¢ < T'}. This is
a stochastic control problem with full observation, the solution of which is given by

V(z) =logz + ;E{ /OT <)\(Y(t),t) + pm f(t))th}.

4.3. Mean-Variance Hedging. We finally assume that the investor’s risk preferences are
modeled by the mean-variance principle. We define the value function V' (z,y) by

V(z,y) = inf E{X(T)*} - E{X(T)}*,

where the infimum is taken over all admissible portfolio processes with initial capital = and
expected return E{X (T} = y.

As above, one can show that V(z,y) = V(z,y), where
V(z,y) = mf E{X(T)%} - E{X(T)}?,
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where the infimum runs over all admissible portfolio processes with initial capital x and
expected return E[X(T)] = y. Hence, we have the reduced the problem to a stochastic
control problem with full observation, the solution of which is given by

V) = -7 (8fen (—20 [ (\ 0.0+ 0 200 o) vy

h(Y
[ (oo 20D ) ) )

To simplify this result, we define a probability measure Py by

A ' A
T e ( 20 [ (M. + 0 Z ) o) aiv)

T
~ 27 / (A @0+ 3ng22 o)’ dt>.

With this definition, the optimal utility V ,y) can be written in the form
,ﬁ -1
Viz,y) = (y—z) (Eg{ exp ( (1—2p° / ( Eigt; g (t)>2dt>} —1) .
Furthermore, the dynamics of {Y(¢) : 0 <¢ < T} and {S(t): 0 <t <
av (1) = (g(r(1).1) ~ 20 h(Y (11,6) MY (1).)
(1= 20) (Y (£), ) C(8)) dt + (Y (£), 1) dWW(1)

< T} is given by

and
dSS(Ef)) =o(Y(t),1) <(1 —20*) MY (1), t) dt + p (1 — 2p°) zggt; C(t) at
+pdWa(t) + V1= AW (1)),

where {Wg (t) : 0 <t <T} is a Wiener process under the probability measure 5. Moreover,
the conditional expectation ((t) satisfies the stochastic differential equation

dl(t) = (a(Y (t),t) + b(Y (), 1) C(1)) dt
+ ‘m w(t) (AWs(t) = 20 (Y (1), 1) dt — 2? W {(ydt).

Consider now a contingent claim, settling at time 7', written on the observable processes .S
and Y. Tts payoff is modeled by a F>Y (T')-measurable random variable 7. For every initial
capital z, we define the minimal replication error

Ry(z) = inf E{(X(T) — n)*},
where the infimum is taken over all admissible portfolio processes {0(t
{X(t) : 0 <t < T} is the wealth process associated with {6(¢) : 0 < ¢t

):0<t<T} and
< } and the initial
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capital x. Argueing as above, we obtain R, (z) = Rn(a:), where

foy(a) = inf B{(X(T) — n)°},
where the infimum is taken over all admissible portfolio processes {6(t) : 0 < ¢ < T'}. For
abbreviation, let

3 p(Y(@),t)  gY(t),t) eV (t)1) -
0= o0 T onR TR
and assume that {7(t) : 0 <t <T } is chosen such that
1 B )
e (=2 [ (Mo + (- 250 0) aiviy

3 [ (a2 en) )
_ E{ exp < _ zp/OT At dV7 () — /OT NOE dt) }_1
- exp ( — 2 /OTX(t) dW (t) — /OT A(t)? dt).

Finally, we introduce the exponential martingale {Z(t) : 0 <t < T}, where

A~

2(t) = exp < _ ; /0 Aw) dV ()
_ vlp—p2/0 7 0) VI = P2 dW (1) — pdW ()]

11 tA 1_p2 t R
R —— M) du — /fr*u)\udu
55 | Awra- = [

11—p% [*
~3 p2p /Ofr*(u)Qdu).

Then the minimal replication error Rn (x) is smallest for

&= B{Z(T) ).
This is the Follmer-Schweizer hedging price [8] of 7 in our partially observable market.
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